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Logistic Regression

Logistic Regression is used to predict a binary value

A model that returns a binary value (true / false)

y = flx

A\ ) (dependent variable) that returns 0 (false) or 1 (true)
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Logistic Regression

Logistic Function

Logistic regression uses a sigmoid curve (Logistic Function) that converts a linear
combination of input features (x values) into probabilities (y values)

1 independent variable (x) |
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Generalizing this to k independent variables...
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Logistic Function Logistic Regression

The model is generalized to k independent variables and kK + 1 parameters

S —

y=p0 4+ ox; + &,x, + w3x3 + ...

U

k + 1 parameters
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Logistic Function Logistic Regression

The model is generalized to k independent variables and kK + 1 parameters

y=p+ 0ox; + Xy + w3x3 + ... + ox,

General Matrix form:

Wis a k X 1 vector of weights w,, w,, w5 ... w,

X is a k X n matrix of n observations x, x5, X5 . . . X,

Y — g(WTX + /) [ is a scalar
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Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/) 6



https://arrsingh.com
https://creativecommons.org/licenses/by-nc-sa/4.0/

Logistic Function Logistic Regression

The model is generalized to k independent variables and kK + 1 parameters

y=p+ 0ox; + Xy + w3x3 + ... + ox,

Y is the vector of predicted values from the model.
Y is a vector of probabilities each between 0 and 1

General Matrix form:

Y = o(WTX + D)

A Threshold converts a given probability to a binary value

if y. > 0.5 then 1
if y. < 0.5thenO
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Logistic Regression

Logistic Function

Logistic regression uses a sigmoid curve (Logistic Function) that converts a linear
combination of input features (x values) into probabilities (y values)

Curve of best fit is... o o o

Y = 6(W'X + f)

Fundamental Concept: Given a set of

1 data (observations), find the values
> ) = — of p and W for the curve that best fits
Vi ] + e—(@xi+p) b .
the given data.
We can use Gradient Descent to find the | o

optimal values of fand W
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Recap: Gradient Descent and Linear Regression
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Linear Model in ) )
/ Multiple Regression

y=po+ Pxy+ PpoXo + P35+ ..+ PiXg
n n o 1 10 d20 @30 - - - Tro| |Bo
Y = X[ Y1 1 Z1n 21 21 . . . Te| | D1
] 1 Z1o o T ... Tpo 5
The Mean Squared Error (MSE): 1 Zi13 o ... TR3
%H Y- X0 || | o
_?)’n_ _1 Cgln §32n Z%Sn - . . aAjkn_ _61{_
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Vokpe———— Linear Model in Multiple Regression

The Mean Squared Error (MSE):

1
—| Y-XB | «——

n

k + 1 Dimensions

Gradient descent can be used to minimize the cost function.
We compute the partial derivative of the cost function w.r.t the parameters

Partial Derivative w.r.t f3:

0 1 , 1
2 V=X = = L7y - Xy [porvatberntie i/ |
"

of 2n
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A linear model in kK + 1 dimensions...

P =Xp
Cost Function (Mean Squared Error (MSE)):
1 2
—|| Y =X/ |
2n

Gradient Vector (Partial Derivative w.r.t f):

ii _ 2 _ 1 T
aﬂan Y—Xp || ——;X (Y — Xp)
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Gradient Descent

Gradient Descent: Basic Concept

Step 1: Start with random values for

Step 2: Compute the partial derivative of the cost
function w.r.t

Step 3: Calculate a step size that is proportional
to the slope

Step 4: Calculate new values for f by subtracting
the step size

Step 5: Go to step 2 and repeat
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We need a cost function for Logistic Regression
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Logistic Regression Logistic Regression

Wis a k X 1 vector of weights w,, w,, w5 ... w,
X is a k X n matrix of observations x;, x,, x5 ... x;
[ is a scalar

Y = 6(W'X + )

Y is the predicted values for the model with
parameters Wand [

Logistic Regression uses Maximum Likelihood
Estimation to find the parameters Wand f

22222

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/) 14



https://arrsingh.com
https://creativecommons.org/licenses/by-nc-sa/4.0/

Logistic Regression Logistic Regression

Logistic Regression uses Maximum Likelihood Estimation to find
the parameters Wand ff

Likelihood of a value y given a value x for a
p(y|x; W, p) |
model with parameters Wand f
Logistic Regression Cost Function

ify=1thenp(y|x;W,p5) =y
ify=0thenp(y|x;W,p)=1-}

Logistic Regression Cost Function

A compact representation of the cost function

p(ylx; W, p) =31 —-H

Likelihood Function: This is the likelihood of
predicting a value y given a value x for a
model with parameters Wand [
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Logistic Regression

Logistic Regression

Logistic Regression uses Maximum Likelihood Estimation to find

the parameters Wand ff

Logistic Regression Cost Function

A compact representation of the cost function

p(ylx; W,p) =31 — !>
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Likelihood Function: This is the likelihood of
predicting a value y given a value x for a
model with parameters Wand [

We want to find the values of Wand f that
maximize this function. Hence Maximum
Likelihood Estimation

111111
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Logistic Regression

Logistic Regression

Logistic Regression uses Maximum Likelihood Estimation to find
the parameters Wand ff

Logistic Regression Cost Function

A compact representation of the cost function

py|x; W, p) =3 (1 —5)U =
Maximizing the Likelihood is the same
as maximizing the log likelihood

log, p(y|x; W, ) = log, " (1 — $)U=Y)
=ylog,y+ (1 —y)log,(1 —Y)

Next we average the cost across all observations... I o 111111
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Likelihood Function: This is the likelyhood
of predicting a value y given a value x for a
model with parameters Wand [

We want to find the values of Wand f that
maximize this function. Hence Maximum
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Logistic Regression

Logistic Regression Cost Function
Y = 6(WTX + B)

n

! A A
LW.B) = —— ) ylog,§ + (1 —y)logl - $)

n
1=0
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Logistic Regression

Logistic Regression Cost Function

Y = 6(WTX + B)

| « R R
LW, p) =~ — ) ylogy+ (1 =) log (1 = )
=0

22222
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Logistic Regression

Logistic Regression Cost Function

Y = 6(WTX + B)

| « R R
LW, p)==— ) ylogy+(1 =) log (1 =
=0

Partial Derivatives of the Cost Function w.r.t Wand /

0 A
WL(W,ﬁ) =(Y-Y)X

0 A
gL(W,ﬁ) =Y =Y)

With the cost function and the first derivatives above
we can use gradient descent to estimate the values of

W and f that minimize the cost

22222
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Logistic Regression

Gradient Descent for Logistic Regression

Logistic Regression Cost Function

Y = 6(WTX + B)
Step 1: Start with random values for W and

| « ) .
LW, p)==— ) ylogy+(1 =) log (1 =
=0

Partial Derivatives of the Cost Function w.r.t Wand /

0 A
WL(W,ﬁ) =Y -Y)X

0 A
ﬁL(W,ﬁ) =Y =Y)
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Logistic Regression

Gradient Descent for Logistic Regression

Logistic Regression Cost Function

Y = 6(WTX + B)

1 . A . : N
LW, p) = —— Z ylog.y + (1 —y)log (1 — ) Step 2 Compute the partial derivative of the cost
n .= function w.r.t Wand f
0 A
— LW.p)=F-Y)X
Partial Derivatives of the Cost Function w.r.t Wand ow
0 . 0 A
—LW,p)=F-Y)X — LW, p)=F-Y
gw A== S LWp) = (=)

0 A
ﬁL(W,ﬁ) =Y =Y)
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Logistic Regression Cost Function

Y = 6(WTX + B)

| « ) .
LW, p)==— ) ylogy+(1 =) log (1 =
=0

Partial Derivatives of the Cost Function w.r.t Wand /

0 A
WL(W,ﬁ) =Y -Y)X

0 A
ﬁL(W,ﬁ) =Y =Y)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/)

Logistic Regression

Gradient Descent for Logistic Regression

Step 3: Calculate a step size that is proportional
to the slope

0
step _sizey, = WL(W’ p) X learning _rate

step _sizez = %L(W’ p) X learning _rate

22
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Logistic Regression

Gradient Descent for Logistic Regression

Logistic Regression Cost Function

Y = 6(WTX + B)
Step 1: Start with random values for Wand f

1 « A A | . .
LW, p) =—— E ylog.y + (1 —y)log (1 — ) Step 2 Compute the partial derivative of the cost
n- = function w.r.t Wand f

%L(W, p=FY-1X
Partial Derivatives of the Cost Function w.r.t Wand /

0 .
—L(W,p) =X -Y)

0 A op
— LW, p)=F-Y)X | | |
ow Step 3: Calculate a step size that is proportional
%L(W, ﬁ) _ (? B Y) to the slope step _sizey, = %L(W, ) X learning _rate

0
step_sizeg = %L(W’ p) X learning _rate

Step 4: Calculate new values for W and [ by
subtracting the step size

W =W — step_sizey,
p =P — step_size,
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Logistic Regression Cost Function
Y = 6(WTX + B)

! ) X
LW.p) =——) ylog,y+ (1 —y)log,(1 -9

n
1=0

Partial Derivatives of the Cost Function w.r.t Wand /

0 A
WL(W”[}) =Y -Y)X

0 A
ﬁL(W,ﬁ) =Y =Y)
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Logistic Regression

Gradient Descent for Logistic Regression

Step 1: Start with random values for Wand f

Step 2: Compute the partial derivative of the cost
function w.r.t Wand f

0 .
WL(W,,B) =(Y-Y)X

0 .
%L(W’ﬁ) =Y =Y)

Step 3: Calculate a step size that is proportional
to the slope step _sizey = %L(W, p) X learning _rate

step_sizeg = %L(W’ p) X learning _rate

Step 4: Calculate new values for Wand f by

subtracting the step size y, _ v _ step_size

p = [ — step_size

Step 5: Go to step 2 and repeat
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Logistic Regression Cost Function

Y = 6(WTX + B)

| « R R
LW, p)==— ) ylogy+(1 =) log (1 =
=0

Partial Derivatives of the Cost Function w.r.t Wand /

0 A
WL(W,,B) =Y -Y)X

0 A
ﬁL(W,ﬁ) =Y =Y)
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Logistic Regression

Gradient Descent for Logistic Regression

Step 1: Start with random values for Wand f

Step 2: Compute the partial derivative of the cost
function w.r.t Wand f
0 .

Gradient Descent continues in
this manner until the step size is
close to zero or a fixed number

of iterations

step_sizeg = L(W, p) X learning _rate

Step 4: Calculate new values for Wand f by

subtracting the step size y, _ v _ step_size

p = [ — step_size

Step 5: Go to step 2 and repeat
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Related Tutorials & Textbooks

Logistic Regression (5

An introduction to Logistic Regression. A Logistic Regression model use used to predict a binary value (the dependent
variable) for one or more independent variables using a threshold to classify a probability.

Multiple Regression €7

Multiple regression extends the two dimensional linear model introduced in Simple Linear Regressionto k + 1
dimensions with one dependent variable, k independent variables and k+1 parameters.

Gradient Descent for Multiple Regression €7

Gradient Descent algorithm for multiple regression and how it can be used to optimize k + 1 parameters for a Linear
model in multiple dimensions.

Recommended Textbooks

Aplied Logistic | Applied Logistic Regression
E/S%gis”'zo" by David W. Hosmer Jr., Stanley Lemeshow, Rodney X. Sturdivant
For a complete list of tutorials see:
" https://arrsingh.com/ai-tutorials

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/) 26



https://arrsingh.com
https://creativecommons.org/licenses/by-nc-sa/4.0/
https://arrsingh.com/ai-tutorials
https://arrsingh-ai-tutorials.com/30-logistic-regression-fundamentals.pdf
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