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Linear	Models
y = f(x)

	is	the	independent	variablex

	is	the	dependent	variabley

Linear	Regression	

The	dependent	variable	 	is	con&nuous.	
It	can	hold	any	value.	

y
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Linear	Models

Linear	Models	can	be	used	to	predict	the	
values	of	 	(dependent	variable)	for	any	
value	of	 	(independent	variables)

y
x

y = f(x)
	is	the	independent	variablex

	is	the	dependent	variabley

Linear	Regression	

The	dependent	variable	 	is	con&nuous.	
It	can	hold	any	value.	

y
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Logis&c	Regression

What	if	we	wanted	to	predict	a	binary	value

y = f(x)
	is	the	independent	variablex

	(dependent	variable)	that	returns	0	(false)	or	1	(true)y

How	do	we	build	a	model	that	returns	a	binary	value	(true	/	false)
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Logis&c	Regression

y = f(x)
	is	the	independent	variablex

	(dependent	variable)	that	returns	0	(false)	or	1	(true)y

What	if	we	wanted	to	predict	a	binary	value
How	do	we	build	a	model	that	returns	a	binary	value	(true	/	false)

Is	this	email	Spam	or	not?	
Is	this	transacGon	Fraud	or	not?	
Will	I	have	heart	disease	or	not?

Real	world	applica&ons…
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Lets	take	a	simple	example…

Logis&c	Regression
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Logis&c	RegressionA	simple	example…
Drivers	that	speed,	tend	to	get	into	more	accidents.		
An	insurance	company	has	data	for	average	speed	for	
drivers	and	whether	they	were	involved	in	an	accident.

Avg	Speed	(mph) Accident
20 No
28 No
35 No
60 No
75 Yes
88 Yes
95 Yes
102 Yes
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Logis&c	RegressionA	simple	example…
Drivers	that	speed,	tend	to	get	into	more	accidents.		
An	insurance	company	has	data	for	average	speed	for	
drivers	and	whether	they	were	involved	in	an	accident.

Avg	Speed	(mph) Accident
20 No
28 No
35 No
60 No
75 Yes
88 Yes
95 Yes
102 Yes

Ques&on:	Can	we	predict	whether	a	person	that	drives	
at	69	mph	(avg)	will	be	involved	in	an	accident?
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Logis&c	RegressionA	simple	example…
Drivers	that	speed,	tend	to	get	into	more	accidents.		
An	insurance	company	has	data	for	average	speed	for	
drivers	and	whether	they	were	involved	in	an	accident.

Avg	Speed	(mph) Accident
20 No
28 No
35 No
60 No
75 Yes
88 Yes
95 Yes
102 Yes

Lets	begin	by	plo[ng	this	data.
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Logis&c	RegressionA	simple	example…
Drivers	that	speed,	tend	to	get	into	more	accidents.		
An	insurance	company	has	data	for	average	speed	for	
drivers	and	whether	they	were	involved	in	an	accident.

Avg	Speed	(mph) Accident
20 No
28 No
35 No
60 No
75 Yes
88 Yes
95 Yes
102 Yes

Ques&on:	Can	we	predict	whether	a	person	that	drives	
at	69	mph	(avg)	will	be	involved	in	an	accident?

Lets	begin	by	plo[ng	this	data.
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Logis&c	RegressionA	simple	example…
Drivers	that	speed,	tend	to	get	into	more	accidents.		
An	insurance	company	has	data	for	average	speed	for	
drivers	and	whether	they	were	involved	in	an	accident.

Avg	Speed	(mph) Accident
20 No
28 No
35 No
60 No
75 Yes
88 Yes
95 Yes
102 Yes

A
cc
id
en
t		
(y
es
	/
	n
o) Lets	begin	by	plo[ng	this	data.

Avg	Speed	is	
on	the	 	axisx

1

A	value	of	1	on	the	 	axis	
indicates	an	accident	(true)

y

A	value	of	0	on	the	 	axis	
indicates	no	accident	(false)

y

Avg	Speed	(mph)

0
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Logis&c	RegressionA	simple	example…
Drivers	that	speed,	tend	to	get	into	more	accidents.		
An	insurance	company	has	data	for	average	speed	for	
drivers	and	whether	they	were	involved	in	an	accident.

Avg	Speed	(mph) Accident
20 No
28 No
35 No
60 No
75 Yes
88 Yes
95 Yes
102 Yes

A
cc
id
en
t		
(y
es
	/
	n
o)

1

20

At	20	mph	the	drivers	were	
not	involved	in	an	accident.	

	and	x = 20 y = 0

Avg	Speed	(mph)

0
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Logis&c	RegressionA	simple	example…
Drivers	that	speed,	tend	to	get	into	more	accidents.		
An	insurance	company	has	data	for	average	speed	for	
drivers	and	whether	they	were	involved	in	an	accident.

Avg	Speed	(mph) Accident
20 No
28 No
35 No
60 No
75 Yes
88 Yes
95 Yes
102 Yes

A
cc
id
en
t		
(y
es
	/
	n
o)

1

20

At	28	mph	the	drivers	were	
not	involved	in	an	accident.	

	and	x = 28 y = 0

28
Avg	Speed	(mph)

0
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Logis&c	RegressionA	simple	example…
Drivers	that	speed,	tend	to	get	into	more	accidents.		
An	insurance	company	has	data	for	average	speed	for	
drivers	and	whether	they	were	involved	in	an	accident.

Avg	Speed	(mph) Accident
20 No
28 No
35 No
60 No
75 Yes
88 Yes
95 Yes
102 Yes

A
cc
id
en
t		
(y
es
	/
	n
o)

1

20 28 35

	and	x = 35 y = 0

Avg	Speed	(mph)

0
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Logis&c	RegressionA	simple	example…
Drivers	that	speed,	tend	to	get	into	more	accidents.		
An	insurance	company	has	data	for	average	speed	for	
drivers	and	whether	they	were	involved	in	an	accident.

Avg	Speed	(mph) Accident
20 No
28 No
35 No
60 No
75 Yes
88 Yes
95 Yes
102 Yes

Avg	Speed	(mph)

A
cc
id
en
t		
(y
es
	/
	n
o)

1

20 28 35

	and	x = 60 y = 0

60

0
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Logis&c	RegressionA	simple	example…
Drivers	that	speed,	tend	to	get	into	more	accidents.		
An	insurance	company	has	data	for	average	speed	for	
drivers	and	whether	they	were	involved	in	an	accident.

Avg	Speed	(mph) Accident
20 No
28 No
35 No
60 No
75 Yes
88 Yes
95 Yes
102 Yes

Avg	Speed	(mph)

A
cc
id
en
t		
(y
es
	/
	n
o)

1

20

	and	x = 75 y = 1

28 35 60 75

0
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Logis&c	RegressionA	simple	example…
Drivers	that	speed,	tend	to	get	into	more	accidents.		
An	insurance	company	has	data	for	average	speed	for	
drivers	and	whether	they	were	involved	in	an	accident.

Avg	Speed	(mph) Accident
20 No
28 No
35 No
60 No
75 Yes
88 Yes
95 Yes
102 Yes

Avg	Speed	(mph)

A
cc
id
en
t		
(y
es
	/
	n
o)

1

20

	and	x = 88 y = 1

28 35 60 75 88

0
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Logis&c	RegressionA	simple	example…
Drivers	that	speed,	tend	to	get	into	more	accidents.		
An	insurance	company	has	data	for	average	speed	for	
drivers	and	whether	they	were	involved	in	an	accident.

Avg	Speed	(mph) Accident
20 No
28 No
35 No
60 No
75 Yes
88 Yes
95 Yes
102 Yes

Avg	Speed	(mph)

A
cc
id
en
t		
(y
es
	/
	n
o)

1

20

	and	x = 95 y = 1

28 35 60 75 88 95

0
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Logis&c	RegressionA	simple	example…
Drivers	that	speed,	tend	to	get	into	more	accidents.		
An	insurance	company	has	data	for	average	speed	for	
drivers	and	whether	they	were	involved	in	an	accident.

Avg	Speed	(mph) Accident
20 No
28 No
35 No
60 No
75 Yes
88 Yes
95 Yes
102 Yes

Avg	Speed	(mph)

A
cc
id
en
t		
(y
es
	/
	n
o)

1

20

	and	x = 102 y = 1

28 35 60 75 88 95 102

0
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Logis&c	RegressionA	simple	example…
Drivers	that	speed,	tend	to	get	into	more	accidents.		
An	insurance	company	has	data	for	average	speed	for	
drivers	and	whether	they	were	involved	in	an	accident.

Avg	Speed	(mph) Accident
20 No
28 No
35 No
60 No
75 Yes
88 Yes
95 Yes
102 Yes

Avg	Speed	(mph)

A
cc
id
en
t		
(y
es
	/
	n
o)

1

20 28 35 60 75 88 95 102

Given	this	data,	what	is	the	line	
that	best	fits	the	data?

0
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Logis&c	RegressionA	simple	example…
Drivers	that	speed,	tend	to	get	into	more	accidents.		
An	insurance	company	has	data	for	average	speed	for	
drivers	and	whether	they	were	involved	in	an	accident.

Avg	Speed	(mph) Accident
20 No
28 No
35 No
60 No
75 Yes
88 Yes
95 Yes
102 Yes

Avg	Speed	(mph)

A
cc
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en
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1

20 28 35 60 75 88 95 102

0

Does this line fit the 
data the best? 
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Or does this line fit 
the data the best? 

https://arrsingh.com
https://creativecommons.org/licenses/by-nc-sa/4.0/


Copyright	(c)	2025,	Rahul	Singh,	licensed	under	CC	BY-NC-SA	4.0	(hDps://creaGvecommons.org/licenses/by-nc-sa/4.0/)	 20
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Logis&c	RegressionA	simple	example…
Drivers	that	speed,	tend	to	get	into	more	accidents.		
An	insurance	company	has	data	for	average	speed	for	
drivers	and	whether	they	were	involved	in	an	accident.

Avg	Speed	(mph) Accident
20 No
28 No
35 No
60 No
75 Yes
88 Yes
95 Yes
102 Yes

Avg	Speed	(mph)
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How about this one?
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Logis&c	RegressionA	simple	example…
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Or this one?
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Logis&c	RegressionA	simple	example…
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Lets	dive	deep	
into	this	shape…

Logis&c	Regression
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Logis&c	Regression
Sigmoid	Curve	(S	-	shaped)

σ(x) =
1

1 + e−x

Logis&c	Func&on	

There	are	many	different	types	
of	sigmoid	funcGons.	We’ll	use	
the	LogisGc	FuncGon
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Logis&c	Regression
Sigmoid	Curve	(S	-	shaped)

σ(x) =
1

1 + e−x

Logis&c	Func&on	

There	are	many	different	types	
of	sigmoid	funcGons.	We’ll	use	
the	LogisGc	FuncGon

	values	lie	
between	0	and	1
y
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Logis&c	Regression
Sigmoid	Curve	(S	-	shaped)

σ(x) =
1

1 + e−x

Logis&c	Func&on	

There	are	many	different	types	
of	sigmoid	funcGons.	We’ll	use	
the	LogisGc	FuncGon

When	 ,	the	curve	
intersects	the	 	axis	at	

x = 0
y

y = 0.5

σ(x) =
1

1 + e−0

⇒ σ(x) =
1

1 + 1

⇒ σ(x) =
1
2

⇒ σ(x) = 0.5
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Logis&c	Regression
Sigmoid	Curve	(S	-	shaped)

σ(x) =
1

1 + e−x

Logis&c	Func&on	

There	are	many	different	types	
of	sigmoid	funcGons.	We’ll	use	
the	LogisGc	FuncGon

The	LogisGc	FuncGon,	
converts	inputs	into	a	range	
between	0	and	1.
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Logis&c	Regression

σ(x) =
1

1 + e−x

The	shape	of	the	curve	changes	
for	different	values	of	x

Logis&c	Func&on	
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Logis&c	Regression

σ(2x) =
1

1 + e−2x

Logis&c	Func&on	

MulGplying	 	by	2	makes	the	
curve	steeper

x

It	sGll	intersects	the	 	axis	
at	

y
y = 0.5
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Logis&c	Regression

σ(4x) =
1

1 + e−4x

Logis&c	Func&on	

It	sGll	intersects	the	 	axis	
at	

y
y = 0.5

MulGplying	 	by	4	makes	the	
curve	even	steeper

x
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Logis&c	Regression
Logis&c	Func&on	

σ(6x) =
1

1 + e−6x

It	sGll	intersects	the	 	axis	
at	

y
y = 0.5

MulGplying	 	by	6	makes	the	
curve	even	steeper

x
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Logis&c	Regression

σ(x) =
1

1 + e−x

Adding	a	term	shibs	the	curve	
to	the	leb

Logis&c	Func&on	
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Logis&c	Regression
Logis&c	Func&on	

σ(x + 1) =
1

1 + e−(x+1)

Adding	a	term	shibs	the	curve	
to	the	leb

	x = − 1
y = 0.5

The	curve	intersects	the	 	axis	
at	 	when	

y
y = 0.5 x = − 1
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Logis&c	Regression
Logis&c	Func&on	

σ(x + 2) =
1

1 + e−(x+2)

Adding	a	term	shibs	the	curve	
to	the	leb

	x = − 2
y = 0.5

The	curve	intersects	the	 	axis	
at	 	when	

y
y = 0.5 x = − 2
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Logis&c	Regression
Logis&c	Func&on	

σ(x + 3) =
1

1 + e−(x+3)

Adding	a	term	shibs	the	curve	
to	the	leb

	x = − 3
y = 0.5

The	curve	intersects	the	 	axis	
at	 	when	

y
y = 0.5 x = − 3
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Logis&c	Regression

σ(x) =
1

1 + e−x

SubtracGng	a	term	shibs	the	
curve	to	the	right

Logis&c	Func&on	
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Logis&c	Regression
Logis&c	Func&on	

σ(x − 1) =
1

1 + e−(x−1)

SubtracGng	a	term	shibs	the	
curve	to	the	right

	x = 1
y = 0.5

The	curve	intersects	the	 	axis	
at	 	when	

y
y = 0.5 x = 1
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Logis&c	Regression
Logis&c	Func&on	

σ(x − 2) =
1

1 + e−(x−2)

SubtracGng	a	term	shibs	the	
curve	to	the	right

	x = 2
y = 0.5

The	curve	intersects	the	 	axis	
at	 	when	

y
y = 0.5 x = 2

https://arrsingh.com
https://creativecommons.org/licenses/by-nc-sa/4.0/


Copyright	(c)	2025,	Rahul	Singh,	licensed	under	CC	BY-NC-SA	4.0	(hDps://creaGvecommons.org/licenses/by-nc-sa/4.0/)	 40

Logis&c	Regression
Logis&c	Func&on	

σ(x − 3) =
1

1 + e−(x−3)

SubtracGng	a	term	shibs	the	
curve	to	the	right

	x = 3
y = 0.5

The	curve	intersects	the	 	axis	
at	 	when	

y
y = 0.5 x = 3
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Logis&c	Regression
Logis&c	Func&on	

The	shape	and	posiGon	of	the	sigmoid	curve	is	dependent	on	two	parameters:

σ(y) =
1

1 + e−(β + ωx)

	determines	the	
posiGon	of	the	curve
β

	determines	the	
steepness	of	the	curve
ω

y = β + ωx
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Logis&c	Regression
Logis&c	Func&on	

The	shape	and	posiGon	of	the	sigmoid	curve	is	dependent	on	two	parameters:

1	independent	variable	( )x

1	dependent	variable	( )y

σ(y) =
1

1 + e−(β + ωx)

y = β + ωx
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Logis&c	Regression
Logis&c	Func&on	

The	shape	and	posiGon	of	the	sigmoid	curve	is	dependent	on	two	parameters:

The	LogisGc	funcGon	converts	the	linear	
combinaGon	of	input	features	(x	values)	
into	probabiliGes	(y	values)

Let’s	generalize	this	to	 	independent	variablesk

σ(y) =
1

1 + e−(β + ωx)

y = β + ωx
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Logis&c	RegressionLogis&c	Func&on	

The	model	is	generalized	to	 	independent	variables	and	 	parametersk k + 1

σ(y) =
1

1 + e−(β + ω1x1 + ω2x2 + ω3x3 + ... + ωkxk)

This	model	has	
	parameters	k + 1

β, ω1, ω2 . . . ωk

y = β + ω1x1 + ω2x2 + ω3x3 + . . . + ωkxk
	independent	variables	k x1 . . xk1	dependent	variable	y

https://arrsingh.com
https://creativecommons.org/licenses/by-nc-sa/4.0/


Copyright	(c)	2025,	Rahul	Singh,	licensed	under	CC	BY-NC-SA	4.0	(hDps://creaGvecommons.org/licenses/by-nc-sa/4.0/)	 45

Logis&c	RegressionLogis&c	Func&on	

The	model	is	generalized	to	 	independent	variables	and	 	parametersk k + 1

y = β + ω1x1 + ω2x2 + ω3x3 + . . . + ωkxk

General	Matrix	form:
	is	a	 	vector	of	weights	 		
	is	a	 	matrix	of	observaGons	 	
	is	a	scalar

W k × 1 ω1, ω2, ω3 . . . ωk
X k × n x1, x2, x3 . . . xk
β̂Y = σ(WTX + β)
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Logis&c	RegressionLogis&c	Func&on	

The	model	is	generalized	to	 	independent	variables	and	 	parametersk k + 1

y = β + ω1x1 + ω2x2 + ω3x3 + . . . + ωkxk

General	Matrix	form:

	is	the	vector	of	predicted	values	from	the	model.		
	is	a	vector	of	probabiliGes	each	between	0	and	1

̂Y
̂ŶY = σ(WTX + β)
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Logis&c	RegressionLogis&c	Func&on	

We	can	convert	the	probabiliGes	( )	into	binary	values	(true	/	false)	using	a	threshold.̂Y

y = β + ω1x1 + ω2x2 + ω3x3 + . . . + ωkxk

General	Matrix	form:

A	Threshold	converts	a	given	probability	to	a	binary	value

if	 	then	1	
if	 	then	0

̂yi ≥ 0.5
̂yi < 0.5

̂Y = σ(WTX + β)
	is	the	vector	of	predicted	values	from	the	model.		
	is	a	vector	of	probabiliGes	each	between	0	and	1

̂Y
̂Y
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Lets	apply	this	to	our	
original	problem

Logis&c	Regression
Drivers	that	speed,	tend	to	get	into	more	accidents.		
An	insurance	company	has	data	for	average	speed	for	
drivers	and	whether	they	were	involved	in	an	accident.

Avg	Speed	(mph)

A
cc
id
en
t		
(y
es
	/
	n
o)

1

20 28 35 60 75 88 95 102

0

48

A	simple	example…
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Logis&c	RegressionA	simple	example…
Drivers	that	speed,	tend	to	get	into	more	accidents.		
An	insurance	company	has	data	for	average	speed	for	
drivers	and	whether	they	were	involved	in	an	accident.

Avg	Speed	(mph)

A
cc
id
en
t		
(y
es
	/
	n
o)

1

20 28 35 60 75 88 95 102

Given	this	data,	what	is	the	line	
that	best	fits	the	data?

0

Avg	Speed	(mph) Accident
20 No
28 No
35 No
60 No
75 Yes
88 Yes
95 Yes
102 Yes
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Logis&c	Regression
Drivers	that	speed,	tend	to	get	into	more	accidents.		
An	insurance	company	has	data	for	average	speed	for	
drivers	and	whether	they	were	involved	in	an	accident.

Avg	Speed	(mph)

A
cc
id
en
t		
(y
es
	/
	n
o)

1

20 28 35 60 75 88 95 102

0

50

A	simple	example…

The	curve	of	best	fit…Avg	Speed	(mph) Accident
20 No
28 No
35 No
60 No
75 Yes
88 Yes
95 Yes
102 Yes

…	is	represented	by	this	model	
with	parameters	 	and	β ω

̂y =
1

1 + e−(β + ωx)
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Avg	Speed	(mph) Accident
20 No
28 No
35 No
60 No
75 Yes
88 Yes
95 Yes
102 Yes
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Logis&c	Regression
Drivers	that	speed,	tend	to	get	into	more	accidents.		
An	insurance	company	has	data	for	average	speed	for	
drivers	and	whether	they	were	involved	in	an	accident.

Avg	Speed	(mph)

A
cc
id
en
t		
(y
es
	/
	n
o)

1

20 28 35 60 75 88 95 102

0
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A	simple	example…

The	curve	of	best	fit…

…	is	represented	by	this	model	
with	parameters	 	and	β ω

	represents	the	Avg	Speed	(mph)x

̂y =
1

1 + e−(β + ωx)
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Avg	Speed	(mph) Accident
20 No
28 No
35 No
60 No
75 Yes
88 Yes
95 Yes
102 Yes
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Logis&c	Regression
Drivers	that	speed,	tend	to	get	into	more	accidents.		
An	insurance	company	has	data	for	average	speed	for	
drivers	and	whether	they	were	involved	in	an	accident.

Avg	Speed	(mph)

A
cc
id
en
t		
(y
es
	/
	n
o)

1

20 28 35 60 75 88 95 102

0

52

A	simple	example…

Once	we	determine	the	values	of	 	and	
	to	find	the	best	fi[ng	curve,	we	can	

use	that	to	predict	the	probability	that	a	
driver	will	be	involved	in	an	accident	

β
ω

̂y =
1

1 + e−(β + ωx)
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Avg	Speed	(mph) Accident
20 No
28 No
35 No
60 No
75 Yes
88 Yes
95 Yes
102 Yes
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Logis&c	Regression
Drivers	that	speed,	tend	to	get	into	more	accidents.		
An	insurance	company	has	data	for	average	speed	for	
drivers	and	whether	they	were	involved	in	an	accident.

Avg	Speed	(mph)

A
cc
id
en
t		
(y
es
	/
	n
o)

1

20 28 35 60 75 88 95 102

0

53

A	simple	example…

̂y =
1

1 + e−(β + ωx)

Fundamental	Concept:	Given	a	set	of	data	
(observaGons),	find	the	values	of	 	and	 	
for	the	curve	that	best	fits	the	given	data.

β ω
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Logis&c	Regression

1

102

0

54

Generalizing	to	 	independent	variables	and	 	parametersk k + 1
Curve	of	best	fit	is…

̂Y = σ(WTX + β)

Logis&c	Regression:	Find	the	values	of	 	
and	 	for	the	curve	of	best	fit.	

β
W

The	Problem	Statement:
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Logis&c	Regression

1

102

0

55

Fundamental	Concept:	Given	a	set	of	data	
(observaGons),	find	the	values	of	 	and	 	for	the	

curve	that	best	fits	the	given	data.
β W

Generalizing	to	 	independent	variables	and	 	parametersk k + 1
Curve	of	best	fit	is…

̂Y = σ(WTX + β)
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Logis&c	Regression

Avg	Speed	(mph)

A
cc
id
en
t		
(y
es
	/
	n
o)

1

20 28 35 60 75 88 95 102

0

56

Logis&c	Regression:	Find	the	values	of	 	
and	 	for	the	curve	of	best	fit.	

β
W

The	Problem	Statement:

Curve	of	best	fit	is…

We	can	use	Gradient	Descent	to	find	the	
opGmal	values	of	 	and	β W

̂Y = σ(WTX + β)
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Related	Tutorials	&	Textbooks
Mul&ple	Regression
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