Gradient Descent

Multiple Regression using Gradient Descent

Rahul Singh
rsingh@arrsingh.com

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/)



https://arrsingh.com
https://creativecommons.org/licenses/by-nc-sa/4.0/

Simple Linear Regression

The Problem Statement:

Simple Linear Regression: Find the values
of fp and p; such that the Mean Squared

Error (MSE) is minimized. (%45 ¥4) ~
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Simple Linear Regression

Sum of Squared Residuals (SSR)

The Mean Squared Error (MSE) is ®
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

Step 1: Start with random values for [, and 3,

Step 2: Compute the partial derivative of the MSE
w.r.t fy and [, - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

Step 4: Calculate new values for f, and f; by
subtracting the step size

Sum of Squared Residuals (SSR)

Step 5: Go to step 2 and repeat
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve
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Mean Squared Error (MSE) for various values of fj,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

Gradient Descent continues in
this manner until the step size is

close to zero or a fixed number of
Iterations

Sum of Squared Residuals (SSR)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/) 7



https://arrsingh.com
https://creativecommons.org/licenses/by-nc-sa/4.0/

A linear model in 2 dimensions... Gradient Descent

Gradient Descent Algorithm

j\} — ﬁ() -+ ﬁlfl Step 1: Start with random values for f, and f,
Step 2: Compute the partial derivative of the MSE
w.r.t J, and f, - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

'Has 2 parameters |

And a cost function... R e e e o e by
o subtracting the step size

\ Step 5: Go to step 2 and repeat
1 n
A \2
A Z (Vi = bo — Prx1))
1=0
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A linear model in 2 dimensions...

= Py + P1X

'Has 2 parameters

And a cost functlon
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Gradient Descent
Gradient Descent Algorithm

Step 1: Start with random values for f, and f,

Step 2: Compute the partial derivative of the MSE
w.r.t J, and f, - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

aﬂ() 7 Z (yl :60 ﬁl'xlz)z

'Compute 2
‘partial derivatives|

aﬂl M Z (yl :BO ﬂl'xll)z
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A linear model in 2 dimensions... Gradient Descent

Gradient Descent Algorithm
j\} — ﬁ() -+ ﬁlfl Step 1: Start with random values for f, and f,

Step 2: Compute the partial derivative of the MSE
w.r.t Jy and [, - this is the slope at that point
Step 3: Calculate a step size that is proportional
to the slope

'Has 2 parameters

, | -] step_sizep = ,B_MSE X learning _rate
0

0
\ step_sizeﬁ1 = —MSE X learning _rate

1

‘Compute 2 step
'sizes |
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A linear model in 3 dimensions... Gradient Descent

Gradient Descent Algorithm
j\} — ﬁ() -+ ﬁlfl -+ ﬁzfz Step 1: Start with random values for ), /; and f,

Step 2: Compute the partial derivative of the MSE
w.r.t Jy, f; and [, - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

'Has 3 parameters |

And a cost function... | Steh 3: Salculate new values Tor fuy £y and 22 by
o subtracting the step size

\ Step 5: Go to step 2 and repeat
1 n
A A )2
s Z Vi = Po — PiX1; — Paxyy)
1=0
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A linear model in 3 dimensions... Gradient Descent

Gradient Descent Algorithm
— ﬁ() -+ ﬁlfl -+ ﬁzfz Step 1: Start with random values for ), /; and f,

Step 2: Compute the partial derivative of the MSE

w.r.t Jy, f; and [, - this is the slope at that point
S —— Step 3: Calculate a step size that is proportional
g 3 pa rameters to the slope

And a cost functlon

\ 0,50 2n

Z(yz Po = By — B’

1 « >
E Z Vi = Po — Prx1; — ﬁzxAzi)z (),B1 2n Z Oi = Po = Prtii = P22)
i=0

Compute 3 |

Z(yz Po = Bixii — Pani)”
| ' " . i aﬁ 1 2n
partial derivatives
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A linear model in 3 dimensions... Gradient Descent

Gradient Descent Algorithm
j\} — ﬁ() -+ ﬁlfl -+ ﬁzfz Step 1: Start with random values for 5, f; and p,

Step 2: Compute the partial derivative of the MSE
w.r.t by, f; and p, - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

'Has 3 parameters |

, | ' step_sizep = ,B_MSE X learning _rate
0

0
- \ step_sizep = —1MSE X learning_rate
A A N2
™ Z i = Po = PiX1i — PaXay)
1=0

Srep_sizeﬁ2 = —MSE X learning _rate

Compute 3 step 2

'sizes |
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A linear model in 4 dimensions... Gradient Descent
Gradient Descent Algorithm

j\/ — ﬁ() —+ ﬁl‘fl -+ ﬂzfz -+ ﬁgfg Step 1: Start with random values for f3,, f;, 5, and f3;

Step 2: Compute the partial derivative of the MSE
w.r.t [y, 1, P> and p; - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

'Has 4 parameters |
a cost function... | e e e e o fend
B by subtracting the step size

\ Step 5: Go to step 2 and repeat
1 n
A A A Y2
s Z Vi = Po = PiX1i — PaXai — P3X3))
1=0
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A linear model in 4 dimensions...

= Py + P1X; + DXy + P3x;

N

'Has 4 parameters |

And a cost functlon

2\

1 5 ) )
s Z (Vi = Bo = Pri — P — P3s)
i=0
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Gradient Descent

Gradient Descent Algorithm

Step 1: Start with random values for f, p;, ), and p;

Step 2: Compute the partial derivative of the MSE

w.r.t by, f1,

Step 3: Ca

p» and f3; - this is the slope at that point

culate a step size that is proportional

to the slope

5,50 2 Z(yz fo = Pi¥ii = o — PXs)

3 ,B o Z i = Bo = By = oo — B35’
1

Compute 4 |

aﬁz ' Z (yz :BO ﬁl'xll :B2x2l ﬁ3x3z)2

'partial derivatives|

aﬂ3 2 Z(yz fo = Pixii = o — P3Xs)

15
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A linear model in 4 dimensions... Gradient Descent

Gradient Descent Algorithm
j\/ — ﬁ() —+ ﬁl‘fl -+ ﬂzfz -+ ﬁgfg Step 1: Start with random values for f3,, f;, 5, and f3;

Step 2: Compute the partial derivative of the MSE

w.r.t Do, P1, P> and f; - this is the slope at that point
Step 3: Calculate a step size that is proportional
to the slope

'Has 4 parameters |

, . . Step_sizeﬁo = ,B_MSE X learning _rate
0

0
- \ step_sizep = —1MSE X learning_rate
A A A N2
™ Z Vi = Po — P1X1; — Paxyi — P3x3)
1=0

0
Srep_sizeﬁ2 = —MSE X learning _rate

Compute 4 step | 2

'sizes |

step_sizeﬁ3 = —MSE X learning _rate
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A linear model in k+1 dimensions... Gradient Descent

Gradient Descent Algorithm
y = :BO + ﬁl)lC\l + ﬂzfz + ﬁ3)/6\3 + ...+ :Bkjc\k Step 1: Start with random values for f3,, f;, /> and f3;

\ / Step 2: Compute the partial derivative of the MSE
w.r.t [y, 1, P> and p; - this is the slope at that point

T

Step 3: Calculate a step size that is proportional
to the slope

Has k + 1 parameters |
And a cost function... P e e e o i e
s by subtracting the step size

\ Step 5: Go to step 2 and repeat
1 n
A A A A2
s Z Vi = Po = PiX1i = PoXo = P3X3i — - . — rXq)
1=0
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A linear model in k+1 dimensions...

= Py + DX + PoXy + Pax; +

\

T

/And a cost function... |

\

1
— Z v — Po — PiXy;
2n =

Has k + 1 parameters '

— Xy

— ﬁ3)€3i o

-

Computek+1
‘partial derivatives|
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.+ DX,

)
.= PiXii)

Gradient Descent

Gradient Descent Algorithm

Step 1: Start with random values for f, p;, ), and p;

Step 2: Compute the partial derivative of the MSE
w.r.t [y, 1, P> and p; - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

0 1 « X X A A
2 (yz o :BO o ﬁl‘xli o ,Bzxzi — ,533631' — ... ﬂkxki)z
0,50 2n P

0 1 <
VaN VaN A\ VaN 2
E — B — B X — BaXn: — Badn: — ... — BLX
op, 2n (V; = Po — PiX1; — PaXo; — P3Xs; PiXii)

Z(yz Bo — PiXy; — Pooi — Py — - . — Bii)’

0,52 2n

0p Zlflz(yl Po — P1X1; — PoXy; — Paxz; — - °_ﬁkx}<i)2

18


https://arrsingh.com
https://creativecommons.org/licenses/by-nc-sa/4.0/

A linear model in k+1 dimensions... Gradient Descent

Gradient Descent Algorithm
y = :BO + ﬁl)lC\l + ﬂzfz + ﬁ3)/6\3 + ...+ :Bkjc\k Step 1: Start with random values for f3,, f;, /> and f3;

\ / Step 2: Compute the partial derivative of the MSE
w.r.t Do, P1, P> and f; - this is the slope at that point

T

Step 3: Calculate a step size that is proportional
to the slope

Has k + 1 parameters '

0
step_sizeﬂo = —MSE X learning_rate

'And a cost function... |

0
\ step_sizes = —MSE X learning _rate
1 « 1
A A A A 2 . a |
Z_n Z i = Po = Pixyi = PoXoi = P — -+ - = PiXia) step_sizep = ,B_MSE X learning_rate
' 2
=0

‘Compute k + 1
step sizes |

Step_sizeﬂk = —MSE X learning _rate
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A linear model in k+1 dimensions... Gradient Descent

Computing k + 1 partial

derivatives isn’t practical
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Multiple Regression

Lets use a Matrix

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/) 21
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Multiple Regression

Linear Model in
/ k + 1 Dimensions

V= Pyt PiX + DXy + pXs + .o+ DX,

Yo 1 210 @20 @30 - . . Tro| |Bo

. . . U1 I Z11 Z21 X21 Tr1| |01
=1 X o+ X1, X p; + Xy, X Pt A - . . >

Yn ) :BO In ﬂlA 2n 'BZ Y2 1 L12 L22 X292 L2 62

X3 X Pzt ..o+ X, X ys| |1 Z13 T2z o3 Tr3 | |53

_g)n _1 Cgln i'Qn Z%Sn aAjkn 6k

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.o

e 1 dependent variable y
e kindependent variables x{, X,, X5 ... X;

e k+ 1 parameters - f, P, Do, Ps -

rg/licenses

/by-nc-sa/4.0/)

- P
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Linear Model in ) )
/ Multiple Regression

y = Po+ PiXy + PrXy + P3Xs + .+ PrXy
n n _ _ o 1 Z19 420 430 .- - . Zrol| |Bo
] 1 Z1o o T ... Tpo 5
: 1 j\jlg :,/1\32 | | | j\jk3
_?)n_ _1 Zgln i'Qn Z%Sn aAjkn_ _/Bk_

e 1 dependent variable y
e kindependent variables x{, X,, X5 ... X;

e k+ 1 parameters - fy, b1, Pr, P - Py
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Linear Model in ) )
/ Multiple Regression

Y = Po+ PiX; + DXy + DXy + .o+ DX
N A o 1 &19 &20 &30 - - - Zro| |Bo
Y = X,B U1 1 Z11 221 Xo1 . . . Tr1| | D1
) 1l X190 299 X ... Two | D
The Mean Squared Error (MSE): 1 213 Z9 .. . Tp3
1 | A D
— | Y-XB | . LT .
2n
Partial Derivative w.r.t [: Un_ 1 T ZTon T30 - o . Tkn] [Pk

0 1 )

——|| Y =Xp || .

op 2n ™~ |Lets compute this
matrix derivative
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A A Linear Model in ) )
Y=Xpf «— Multiple Regression

Partial Derivative w.r.t f:

iiH Y—XB ||° = 0 | (\/(Y—X )T(Y—Xﬂ))2
o8 2n =95 b

B 0
- 2n op

(Y - Xp)' (Y — XP)

letA = (Y — XB)

: | Y =XB || = L2 ayray
0 2n - 2nop

_ L (A)'(A) Ly
- 2n0p 0p
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A A Linear Model in ) )
Y=Xpf «— Multiple Regression

Partial Derivative w.r.t [:
Fuclidean norm of a matrix:
- T
| A ll=vATA

iiH Y- XB|° = o \/Y—X Yy - X ))2
0B 2n _aﬁ2n< (¥ =2Xp b

B 0
- 2n op

(Y - Xp)' (Y — XP)

letA = (Y — XP)

: | Y =XB || = L2 ayray
op 2n - 2n op

_ L (A)'(A) Ly
 2n op op
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A A Linear Model in ) )
Y=Xpf «— Multiple Regression

Partial Derivative w.r.t [:
Fuclidean norm of a matrix:
- T
| A ll=vATA

O Ly—xpppo2 ] \/Y XB)T(Y — X 2
%52 —Wn( (Y = XB)T(Y — ﬂ))

B 0
- 2n op

(Y - Xp)' (Y — XP)

letA = (Y — XP)

0 1 , 1o
op 2n I Y =Xp" = M aﬁ(A) (4) Chain Rule for Derivative
See Tutorial on Differential Calculus
1 o ., 0
= (A)(A) —A
2n 9f op
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A A Linear Model in ) )
Y=Xpf «— Multiple Regression

Partial Derivative w.r.t f:

1 , 1o . 0
1Y =Xp 1" = (A)"(A) —A

op 2n 2n 0p op
= AT 2y - xp)
- 2n op
_Lar (—X)
n

I T
= ;(Y—Xﬂ) (—X)

I T
= —;(Y—Xﬁ) (X)
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A A Linear Model in ) )
Y=Xpf «— Multiple Regression

Partial Derivative w.r.t f: _ —
Chain Rule for Derivative
o 1 1 O %, See Tutorial on Differential Calculus

_ 2 _ I _
a1 Y =X = 5= @) A
_ 247 Ly xp)
- 2n
_Lam —x)
n

I T
= ;(Y— Xp) (=X)

1 r
= — ;(Y—Xﬁ) (X)
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Y=Xpf «— Multiple Regression

Partial Derivative w.r.t f: . —
Chain Rule for Derivative
o 1 1 %, See Tutorial on Differential Calculus
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op 2n 2n 0p op

0
_2r 0y —ATA =247
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=—A" (=X) —Y-Xp)=-X
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Linear Model in

Y = Xﬂ €< |k+ 1 Dimensions Multiple Regression

Partial Derivative w.r.t [:

1 , 1 Gradient Vector: 1 X (k + 1) row vector
Y =XB|I” = ——(Y - Xp)" (X)
op 2n n
because...
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Linear Model in

Y = Xﬂ €< |k+ 1 Dimensions Multiple Regression

Partial Derivative w.r.t [:

Gradient Vector: 1 X (k + 1) row vector

1
% Il Y- Xp |” = -;w-me (X)

because...

Yisa(n+ 1) X 1 column vector
Xfpisa(m+ 1) X 1 column vector

(Y—Xp)isa(n+ 1) X 1 column vector
(Y=XA)'isal X (n+ 1) row vector
Xisa(n+ 1) X (k+ 1) matrix

(Y - XA (X)isal X (k+ 1) row vector
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A Linear Model in ) .
=X «— Multiple Regression
Partial Derivative w.r.t f3:

Gradient Vector: 1 X (k + 1) row vector
aﬁ N Y-XBIP = - XpT ) e

Transpose it to get the column vector

I _ 2 1 T T
Y 2nII Y—Xp || —(—;(Y—Xﬁ) (X))

1
= ——XI(Y - Xp)
L — Gradient Vector: (kK + 1) X 1 column vector

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons .org/licenses /by-nc-sa /4.0/) 28



https://arrsingh.com
https://creativecommons.org/licenses/by-nc-sa/4.0/

A Linear Model in ) .
=X «— Multiple Regression
Partial Derivative w.r.t f3:

Gradient Vector: 1 X (k + 1) row vector
aﬁ N Y-X I = -xp )

Transpose it to get the column vector

Ly =x81P = Loy — xp7 7 T

1
= ——XI(Y - Xp)
L — Gradient Vector: (kK + 1) X 1 column vector
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A A Linear Model in ) )
Y=Xp «— Multiple Regression

The Mean Squared Error (MSE):

1 2
VX [

Partial Derivative w.r.t [:

0 1 > 1
O Ly y o= - xp) [ oo
n

of 2n

Lets walk through gradient descent using this matrix
representation of the Cost Function and its partial
derivative (the gradient vector)
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A linear model in kK + 1 dimensions...

P =Xp
Cost Function (Mean Squared Error (MSE)):
1 2
—|| Y =X/ |
2n

Gradient Vector (Partial Derivative w.r.t f):

ii _ 2 _ 1 T
aﬁan Y—Xp || ——;X (Y — Xp)
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Gradient Descent

Gradient Descent: Basic Concept

Step 1: Start with random values for

Step 2: Compute the partial derivative of the cost
function w.r.t

Step 3: Calculate a step size that is proportional
to the slope

Step 4: Calculate new values for [ by subtracting
the step size

Step 5: Go to step 2 and repeat

30


https://arrsingh.com
https://creativecommons.org/licenses/by-nc-sa/4.0/

A linear model in kK + 1 dimensions...

P =Xp
Cost Function (Mean Squared Error (MSE)):
1 2
—|| Y =X/ |
2n

Gradient Vector (Partial Derivative w.r.t f):

ii _ 2 _ 1 T
aﬁan Y—Xp || ——;X (Y — Xp)
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Gradient Descent

Gradient Descent: Basic Concept

Step 1: Start with random values for

Step 2: Compute the partial derivative of the cost

function w.r.t

L o7
d_cost = ——X"' (Y — Xp)
n

Step 3: Calculate a step size that is proporti

to the slope

onal

Step 4: Calculate new values for 5, and f; by

subtracting the step size

Step 5: Go to step 2 and repeat
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A linear model in kK + 1 dimensions...

P =Xp
Cost Function (Mean Squared Error (MSE)):
1 2
—|| Y =X/ |
2n

Gradient Vector (Partial Derivative w.r.t f):

ii _ 2 _ 1 T
aﬁan Y—Xp || ——;X (Y — Xp)
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Gradient Descent

Gradient Descent: Basic Concept

Step 1: Start with random values for

Step 2: Compute the partial derivative of the cost
function w.r.t

1
d_cost = — —X'(Y — Xp)
n

Step 3: Calculate a step size that is proportional
to the slope

step_size = d_cost X learning_rate

Step 4: Calculate new values for f# by subtracting
the step size

Step 5: Go to step 2 and repeat
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A linear model in kK + 1 dimensions...

P =Xp
Cost Function (Mean Squared Error (MSE)):
1 2
—|| Y =X/ |
2n

Gradient Vector (Partial Derivative w.r.t f):

ii _ 2 _ 1 T
aﬁan Y—Xp || ——;X (Y — Xp)
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Gradient Descent

Gradient Descent: Basic Concept

Step 1: Start with random values for

Step 2: Compute the partial derivative of the cost
function w.r.t

1
d_cost = — —X'(Y — Xp)
n

Step 3: Calculate a step size that is proportional
to the slope

step_size = d_cost X learning_rate

Step 4: Calculate new values for /5 by subtracting
the step size

p = p — step_size

Step 5: Go to step 2 and repeat
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A linear model in kK + 1 dimensions...

= Xp
Cost Function (Mean Squared Error (MSE)):
1 2
—|| Y =X/ |
2n

Gradient Vector (Partial Derivative w.r.t f):

ii _ 2 _ 1 T
aﬁan Y—Xp | ——;X (Y — Xp)
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Gradient Descent

Gradient Descent: Basic Concept

Step 1: Start with random values for

Step 2: Compute the partial derivative of the cost
function w.r.t

|
d_cost = ——X1(Y - Xp)
n

Step 3: Calculate a step size that is proportional
to the slope

step_size = d_cost X learning_rate

Step 4: Calculate new values for f by subtracting
the step size

p = p — step_size

Step 5: Go to step 2 and repeat
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A linear model in kK + 1 dimensions...

= Xp
Cost Function (Mean Squared Error (MSE)):
1 2
—|| Y =X/ |
2n

Gradient Vector (Partial Derivative w.r.t f):

ii _ 2 _ 1 T
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Gradient Descent

Gradient Descent: Basic Concept

Step 1: Start with random values for

Step 2: Compute the partial derivative of the cost
function w.r.t

Gradient Descent continues in
this manner until the step size is

close to zero or a fixed number
of iterations

Step 4: Calculate new values for [ by subtracting
the step size

p = p — step_size

Step 5: Go to step 2 and repeat
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A linear model in k + 1 dimensions... Gradient Descent
? — Xﬁ Gradient Descent: Basic Concept

Cost Function (Mean Squared Error (MSE)): Step 1: Start with random values for j

Step 2: Compute the partial derivative of the cost

1 , .
2_nH Y_Xﬂ H function w.r.t 5

Gradient Vector (Partial Derivative w.r.t f):

Gradient Descent continues in
this manner until the step size is

close to zero or a fixed number

0 1 V_ Y3 II2 L or
——|| Y=-XG ||"= - —X"(Y - Xp) of iterations

op 2n n

Matrix algebra allows us to Step 4: Calculate new values for 3 by subtracting
. . the step size

compute gradients and step sizes

in a single computation

p = p — step_size

Step 5: Go to step 2 and repeat
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Related Tutorials & Textbooks

Multiple Regression €7

Multiple regression extends the two dimensional linear model introduced in Simple Linear Regressionto k + 1
dimensions with one dependent variable, k independent variables and k+1 parameters.

Gradient Descent for Simple Linear Regression C§

Gradient Descent algorithm for multiple regression and how it can be used to optimize k + 1 parameters for a Linear
model in multiple dimensions.

Logistic Regression CJ

An introduction to Logistic Regression. A Logistic Regression model use used to predict a binary value (the dependent
variable) for one or more independent variables using a threshold to classify a probability.

Recommended Textbooks

Artificial Intelligence: A Modern Approach

by Peter Norvig, Stuart Russell

For a complete list of tutorials see:
https://arrsingh.com/ai-tutorials
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