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Simple Linear Regression

Problem Statement: Given a set of
data points in R?,

(X0> Yo)» (X1, Y1)s (X0, ¥2) « .. (X, V),

. . ° (x49y4) ®
find the line that best fits the data
® (X5, :)
(7)) .
(X0, Vo) ® (X3, V3)
o
® ()

Height (inches)
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Simple Linear Regression

Problem Statement: Given a set of
data points in R?,

(X0> Yo)» (X1, Y1)s (X0, ¥2) « .. (X, V),
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find the line that best fits the data T
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The line of best fitis y = f, + /X (X1, Y1)

Mean Squared Error (MSE)
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—_— . — A. 2 — — . — —_ X 2
zn ;ZO, (y l y l) 2n ;:O' (yz ﬁO ﬁ 1xl)
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Simple Linear Regression

Problem Statement: Given a set of
data points in R?,

(x()a )7())9 (x19 yl)a (xza )’2) ¢ o e (xna yn);
find the line that best fits the data

Here we divide the total squared error

by 2n (rather than n) because it will
make the first derivative simpler

The line of best fitis y =
Mean Squared Error (MSE)

Z(yl LS. 2 0= b= By
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Simple Linear Regression
Problem Statement: Given a set of

data points in R?,
(x()a y())9 (xla yl)a (xza )72) ¢ o (xna )’n),

. . . . (X4, V4) S
find the line that minimizes the
Mean Squared Error (MSE) - . (x5, ys5)
29072 ®
(O
(X() yO) (x3 }’3)
(O
The line of best fitis y = f, + /X (X1, Y1)

Mean Squared Error (MSE)
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Simple Linear Regression

The Problem Statement:

Simple Linear Regression: Find the values
of fp and p; such that the Mean Squared

Error (MSE) is minimized. (%45 ¥4) ~
(X5, Vs)
(xz,yz) . () 5275
()
(X0s Yo) o (X3, ¥3)
()
The line of best fitisy = f, + X (X1, yp)

Mean Squared Error (MSE)

1 < ] <
—_— . — A. 2 — — . — —_ X 2
zn ;ZO, (y l y l) 2n ;:O' (yz ﬁO ﬁ 1xl)
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Simple Linear Regression

Sum of Squared Residuals (SSR)

The Mean Squared Error (MSE) is ®

] -« 1 -«
2: AND 2: AN
—— o R  — o | — x.
n P (yl yl) n P (yl 'BO ﬁl l)
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Simple Linear Regression
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MSE is minimized at the -
lowest point of this curve...

Height (inches)
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Mean Squared Error (MSE) for various values of fj,
and [, follows this curve

Simple Linear Regression

o

%

Iy (-
(g0

>

©

m —

Q (V]

= = .
© +

Q N

= o (J

5 O

o

3 =

G

o

=

>

V)

\ )
MSE is minimized at the =
lowest point of this curve... \-

Corresponding to the line of best fit

Height (inches)
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Simple Linear Regression

The Mean Squared Error (MSE) is...

< . 1 .
— z , (yi — )’i)2 = — Z v, — Do — ﬂlxi)z
i i=0 2n i=0

The first derivative w.r.t 5y and f, is...

\ m ZHZ@Z Bo— Prx)* = ——Z(yl Bo = Prx)
0o 1 1 ¢

2 y)
MSE is minimized at the op, 2n Z Vi = Po—Pix)" = — o Z (X:y; = PoXi — P1x;)
lowest point of this curve... ! i=0 i=0
.. when the first derivative w.r.t ; and /, equals O
See Tutorial on Differential Calculus
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Simple Linear Regression

The Mean Squared Error (MSE) is...

1 <« ] <
e . — A. 2 — — . — —_ % 2
zn i§=0, (y l y z) 2n i§=0, (y ] ﬂ() ﬁ lxl)

We can find the optimal values for
and [, by solving these two equations...

... as we did in the tutorial on Simple Linear Regression The first derivative w.r.t :BO and ﬁl i
2 _
ope 2nz(yl Po — Prx)” = ——Z()’l Po — P1x)
° i@-—ﬁ —ﬁx»z:-li(x.y s By
5,51 I l 0 1Y n 4 11 0 1Y

This time we will use Gradient Descent to
find the optimal values of /5, and f,
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Gradient Descent

Gradient Descent: Basic Concepts
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Every point on this curve is the MSE for
different values of 5y and f,

For any given point on this curve, we can
calculate the slope...

.. the slope is the first derivative w.r.t 4,
and f,

Mean Squared Error (MSE)

The Mean Squared Error (MSE) is...

] < |
—_— — A. 2 — — . — —_ : 2
2]’l i§=0, (y l y l) 2n ;ZO, (yz ﬁO ﬁ lxl)

Predicted Values

Observed Values
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

<« ~ Step 1: Start with random values for /3, and /3,

Step 2: Compute the partial derivative of the MSE
w.r.t by and f, - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

Step 4: Calculate new values for 5y and f; by
subtracting the step size

Mean Squared Error (MSE)

Step 5: Go to step 2 and repeat
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

Step 1: Start with random values for f, and f,

Step 2: Compute the partial derivative of the MSE
w.r.t [, and f; - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

Step 4: Calculate new values for 5y and f; by
subtracting the step size

Mean Squared Error (MSE)

Step 5: Go to step 2 and repeat
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

Step 1: Start with random values for f, and f,

Step 2: Compute the partial derivative of the MSE
w.r.t by and f, - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

Mean Squared Error (MSE)

Step 4: Calculate new values for 5y and f; by
subtracting the step size

Step 5: Go to step 2 and repeat
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

Step size walks ,
Step 1: Start with random values for f, and f,

Step 2: Compute the partial derivative of the MSE
< w.r.t by and f, - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

Step 4: Calculate new values for 5, and /; by
subtracting the step size

Mean Squared Error (MSE)

Step 5: Go to step 2 and repeat
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

Step 1: Start with random values for f, and f,

Step 2: Compute the partial derivative of the MSE
w.r.t by and f, - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

Step 4: Calculate new values for 5y and f; by
subtracting the step size

Mean Squared Error (MSE)

Step 5: Go to step 2 and repeat
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

Step 1: Start with random values for f, and f,

Step 2: Compute the partial derivative of the MSE
w.r.t [, and f; - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

Step 4: Calculate new values for 5y and f; by
subtracting the step size

Mean Squared Error (MSE)

Step 5: Go to step 2 and repeat
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

Step 1: Start with random values for f, and f,
Step 2: Compute the partial derivative of the MSE

7 w.r.t by and f, - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

Mean Squared Error (MSE)

Step 4: Calculate new values for 5y and f; by
subtracting the step size

Step 5: Go to step 2 and repeat
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

Step 1: Start with random values for f, and f,
Step 2: Compute the partial derivative of the MSE

-7 w.r.t by and f, - this is the slope at that point

Step 3: Calculate a step size that is proportional

to the slope
\ Step 4: Calculate new values for 5, and [, by

subtracting the step size

Mean Squared Error (MSE)

Step 5: Go to step 2 and repeat
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

Step 1: Start with random values for f, and f,

Step 2: Compute the partial derivative of the MSE
w.r.t by and f, - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

Step 4: Calculate new values for 5y and f; by
subtracting the step size

Mean Squared Error (MSE)

Step 5: Go to step 2 and repeat
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

Step 1: Start with random values for f, and f,

Step 2: Compute the partial derivative of the MSE
w.r.t [, and f; - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

Step 4: Calculate new values for 5y and f; by
subtracting the step size

Mean Squared Error (MSE)

Step 5: Go to step 2 and repeat
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

Step 1: Start with random values for f, and f,

Step 2: Compute the partial derivative of the MSE
w.r.t by and f, - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

Mean Squared Error (MSE)

Step 4: Calculate new values for 5y and f; by
subtracting the step size

Step 5: Go to step 2 and repeat
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

Step 1: Start with random values for f, and f,

Step 2: Compute the partial derivative of the MSE
w.r.t by and f, - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

T~ Step 4: Calculate new values for 5, and /; by
subtracting the step size

Mean Squared Error (MSE)
4

Step 5: Go to step 2 and repeat
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

Step 1: Start with random values for f, and f,

Step 2: Compute the partial derivative of the MSE
w.r.t by and f, - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

Step 4: Calculate new values for 5y and f; by
subtracting the step size

Mean Squared Error (MSE)

Step 5: Go to step 2 and repeat
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

Step 1: Start with random values for f, and f,

Step 2: Compute the partial derivative of the MSE
w.r.t [, and f; - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

Step 4: Calculate new values for 5y and f; by
subtracting the step size

Mean Squared Error (MSE)

Step 5: Go to step 2 and repeat
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

Step 1: Start with random values for f, and f,

Step 2: Compute the partial derivative of the MSE
w.r.t by and f, - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

Mean Squared Error (MSE)

Step 4: Calculate new values for 5y and f; by
subtracting the step size

Step 5: Go to step 2 and repeat
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

Step 1: Start with random values for f, and f,

Step 2: Compute the partial derivative of the MSE
w.r.t by and f, - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

T Step 4: Calculate new values for 5, and /; by
subtracting the step size

Mean Squared Error (MSE)

Step 5: Go to step 2 and repeat
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

Step 1: Start with random values for f, and f,

Step 2: Compute the partial derivative of the MSE
w.r.t by and f, - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

Step 4: Calculate new values for 5y and f; by
subtracting the step size

Mean Squared Error (MSE)

Step 5: Go to step 2 and repeat
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

Step 1: Start with random values for f, and f,

Step 2: Compute the partial derivative of the MSE
w.r.t [, and f; - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

Step 4: Calculate new values for 5y and f; by
subtracting the step size

Mean Squared Error (MSE)

Step 5: Go to step 2 and repeat
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

Step 1: Start with random values for f, and f,

Step 2: Compute the partial derivative of the MSE
w.r.t by and f, - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

Mean Squared Error (MSE)

Step 4: Calculate new values for 5y and f; by
subtracting the step size

Step 5: Go to step 2 and repeat
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

Step 1: Start with random values for f, and f,

Step 2: Compute the partial derivative of the MSE
w.r.t by and f, - this is the slope at that point

Step 3: Calculate a step size that is proportional

to the slope
4 \
Step 4: Calculate new values for 5, and /; by

subtracting the step size

Mean Squared Error (MSE)

Step 5: Go to step 2 and repeat
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

Step 1: Start with random values for f, and f,

Step 2: Compute the partial derivative of the MSE
w.r.t by and f, - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

Step 4: Calculate new values for 5y and f; by
subtracting the step size

Mean Squared Error (MSE)

Step 5: Go to step 2 and repeat
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

Step 1: Start with random values for f, and f,

Step 2: Compute the partial derivative of the MSE
w.r.t [, and f; - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

Step 4: Calculate new values for 5y and f; by
subtracting the step size

Mean Squared Error (MSE)

Step 5: Go to step 2 and repeat
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Mean Squared Error (MSE) for various values of fj,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

Gradient Descent continues in
this manner until the step size is

close to zero or a fixed number of
Iterations

Mean Squared Error (MSE)
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Gradient Descent

Gradient Descent: Lets walk through the algorithm
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept
The line of best fitis y = f, + ;X

Mean Squared Error (MSE)

1 < 1 <
— . — A. 2 — —_— . — —_ Y. 2
2n ;ZO, (y l y z) 272 i§=0, (yz ﬁO ﬁ lxl)

Mean Squared Error (MSE)

The first derivative w.r.t 5y and f, is...

0 1 « 2__1 L o
b In g(yi—ﬂo—ﬁm) == ;(y,- By — Bix.)

0 1 ¢ 1
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Algorithm

=0 T step 1: Start with random values for /3, and /3,

ﬁl =1 Step 2: Compute the partial derivative of the MSE
w.r.t by and f, - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

Mean Squared Error (MSE)

Step 4: Calculate new values for 5y and f; by
subtracting the step size

Step 5: Go to step 2 and repeat
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

fo=0 Step 1: Start with random values for f, and /3,
,51 =1 Step 2: Compute the partial derivative of the MSE
g w.r.t 5, and /3, - this is the slope at that point
= 9 msE =2 2@ fo— P = ——Z(y fo— B
g ﬁO aﬁo oy l 0 1 l 0 1
g 0
— MSE = X)) =—— X; = X
n ang(y, Bo— Bix) 2( ~ fo%i = Pix;)
i Height (in) | Weight (Ibs)
Plugin the values of x; and y; N s
from the observations and : - -
4 65 229
the values of ff, and /3, : - =
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

|
-

Po
P

Step 1: Start with random values for f, and f,

|
ek

Step 2: Compute the partial derivative of the MSE
w.r.t by and f, - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

Step_sizeﬁo = ,B_MSE X learning _rate
0

Mean Squared Error (MSE)

Step_sizeﬁ1 = —MSE X learning _rate
1

learning _rate is a small value that determines how the algorithm
adjusts the parameters on each iteration. Too large and it will take big

steps and fail to converge. Too small and it will take many small steps
and take too long to converge.
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

Step size walk |
> po=1.2 Step 1: Start with random values for fj; and
<_

,B1 = 2.3 Step 2: Compute the partial derivative of the MSE
w.r.t by and f, - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

Step 4: Calculate new values for 5, and /; by
subtracting the step size

Mean Squared Error (MSE)

po = Po — step_sizey.

py = P, — step_sizeg
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

Po=1.2 Step 1: Start with random values for /4, and f3,

ﬁ1 = 2.3 Step 2: Compute the partial derivative of the MSE
w.r.t by and f, - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

Step 4: Calculate new values for 5y and f; by
subtracting the step size

Mean Squared Error (MSE)

Step 5: Go to step 2 and repeat
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Mean Squared Error (MSE) for various values of fj, Gradient Descent

and [, follows this curve
Gradient Descent: Basic Concept

Po=1.2 Step 1: Start with random values for /4, and f3,
,51 = 2.3 Step 2: Compute the partial derivative of the MSE
g w.r.t 5, and /3, - this is the slope at that point
; 9 pse = -2 Z(y po— Brx)” = ——Z(y Po — Pix)
S Po opy 2n R B
2 0
— MSE = X)) =—— X; = X
n ang(y, Bo— Prx)* = 2( ~ fo%i = Pix;)
i_|Height (in) | Weight (Ibs)
Plugin the values of x; and y; N s
from the observations and : - -
4 65 229
the values of ff, and /3, : - =
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

Po=1.2 Step 1: Start with random values for f, and f,
p=2.3 Step 2: Compute the partial derivative of the MSE
g w.r.t /3, and S, - this is the slope at that point
E Step 3: Calculate a step size that is proportional
k5 to the slope
3 step_sizeg = ,B_MSE X learning _rate
0
step_sizeg = —MSE X learning_rate
1

learning _rate is a small value that determines how the algorithm
adjusts the parameters on each iteration. Too large and it will take big
steps and fail to converge. Too small and it will take many small steps
and take too long to converge.
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Mean Squared Error (MSE) for various values of fj,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

o= 1.5 Step 1: Start with random values for /3, and /3,
,B1 = 2.8 Step 2: Compute the partial derivative of the MSE

-7 w.r.t by and f, - this is the slope at that point

Step 3: Calculate a step size that is proportional

to the slope
\ Step 4: Calculate new values for 5, and [, by

subtracting the step size

Mean Squared Error (MSE)

po = Po — step_sizey.

py = P, — step_sizeg
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

fy = 1.5 Step 1: Start with random values for /3, and /3,

ﬁ1 = 2.8 Step 2: Compute the partial derivative of the MSE
w.r.t by and f, - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

Step 4: Calculate new values for 5y and f; by
subtracting the step size

Mean Squared Error (MSE)

Step 5: Go to step 2 and repeat
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Mean Squared Error (MSE) for various values of fj, Gradient Descent

and [, follows this curve
Gradient Descent: Basic Concept

o= 1.5 Step 1: Start with random values for /3, and /3,
,51 = 2.8 Step 2: Compute the partial derivative of the MSE
g w.r.t 5, and /3, - this is the slope at that point
; 9 pse = -2 Z(y po— Brx)” = ——Z(y Po — Pix)
S Po opy 2n R B
g 0
— MSE = X)) =—— X; = X
n ang(y, Bo— Prx)* = 2( ~ fo%i = Pix;)
i_|Height (in) | Weight (Ibs)
Plugin the values of x; and y; N s
from the observations and : - -
4 65 229
the values of ff, and /3, : - =
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

o= 1.5 Step 1: Start with random values for /3, and /3,
,B1 = 2.8 Step 2: Compute the partial derivative of the MSE

g w.r.t /3, and S, - this is the slope at that point
E Step 3: Calculate a step size that is proportional
s ) to the slope
3 step_sizeg = ,B_MSE X learning _rate
0
step_sizeg = —MSE X learning_rate
1

learning _rate is a small value that determines how the algorithm
adjusts the parameters on each iteration. Too large and it will take big
steps and fail to converge. Too small and it will take many small steps
and take too long to converge.
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Mean Squared Error (MSE) for various values of fj,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

o= 1.8 Step 1: Start with random values for f, and /3,

,Bl = 3.1 Step 2: Compute the partial derivative of the MSE
w.r.t by and f, - this is the slope at that point

Step 3: Calculate a step size that is proportional

? to the slope

T~ Step 4: Calculate new values for 5, and /; by
subtracting the step size

Mean Squared Error (MSE)

po = Po — step_sizey.

py = P, — step_sizeg
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

o= 1.8 Step 1: Start with random values for f, and /3,

ﬁl = 3.1 Step 2: Compute the partial derivative of the MSE
w.r.t by and f, - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

Step 4: Calculate new values for 5y and f; by
subtracting the step size

Mean Squared Error (MSE)

Step 5: Go to step 2 and repeat
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Mean Squared Error (MSE) for various values of fj, Gradient Descent

and [, follows this curve
Gradient Descent: Basic Concept

o= 1.8 Step 1: Start with random values for f, and /3,
,51 = 3.1 Step 2: Compute the partial derivative of the MSE
g w.r.t 5, and /3, - this is the slope at that point
; 9 pse = -2 Z(y po— Brx)” = ——Z(y Po — Pix)
S Po opy 2n R B
2 0
— MSE = X)) =—— X; = X
n ang(y, Bo— Prx)* = 2( ~ fo%i = Pix;)
i_|Height (in) | Weight (Ibs)
Plugin the values of x; and y; N s
from the observations and : - -
4 65 229
the values of ff, and /3, : - =
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

o= 1.8 Step 1: Start with random values for f, and /3,
,51 = 3.1 Step 2: Compute the partial derivative of the MSE
g w.r.t /3, and S, - this is the slope at that point
E Step 3: Calculate a step size that is proportional
k5 to the slope
H &£
3 step_sizeg = ,B_MSE X learning _rate
0
step_sizeg = —MSE X learning_rate
1

learning _rate is a small value that determines how the algorithm
adjusts the parameters on each iteration. Too large and it will take big
steps and fail to converge. Too small and it will take many small steps
and take too long to converge.
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Mean Squared Error (MSE) for various values of fj,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

fy=109 Step 1: Start with random values for f, and /3,

,Bl = 3.2 Step 2: Compute the partial derivative of the MSE
w.r.t by and f, - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

T Step 4: Calculate new values for 5, and [, by
subtracting the step size

Mean Squared Error (MSE)

po = Po — step_sizey.

py = P, — step_sizeg
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

fy=109 Step 1: Start with random values for f, and /3,

ﬁl = 3.2 Step 2: Compute the partial derivative of the MSE
w.r.t by and f, - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

Step 4: Calculate new values for 5y and f; by
subtracting the step size

Mean Squared Error (MSE)

Step 5: Go to step 2 and repeat
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Mean Squared Error (MSE) for various values of fj, Gradient Descent

and [, follows this curve
Gradient Descent: Basic Concept

Po=109 Step 1: Start with random values for f, and /3,
,51 = 3.2 Step 2: Compute the partial derivative of the MSE
g w.r.t 5, and /3, - this is the slope at that point
; 9 pse = -2 Z(y po— Brx)” = ——Z(y Po — Pix)
S Po opy 2n R B
2 0
— MSE = X)) =—— X; = X
n ang(y, Bo— Prx)* = 2( ~ fo%i = Pix;)
i_|Height (in) | Weight (Ibs)
Plugin the values of x; and y; N s
from the observations and : - -
4 65 229
the values of ff, and /3, : - =
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

Po=1.9 Step 1: Start with random values for 3, and /3,
,51 = 3.2 Step 2: Compute the partial derivative of the MSE
g w.r.t /3, and S, - this is the slope at that point
E Step 3: Calculate a step size that is proportional
k5 to the slope
A
3 step_sizeg = ,B_MSE X learning _rate
0
step_sizeg = —MSE X learning_rate
1

learning _rate is a small value that determines how the algorithm
adjusts the parameters on each iteration. Too large and it will take big
steps and fail to converge. Too small and it will take many small steps
and take too long to converge.
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Mean Squared Error (MSE) for various values of fj,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

fy = 1.95 Step 1: Start with random values for 3, and /3,

,Bl = 3.24 Step 2: Compute the partial derivative of the MSE
w.r.t by and f, - this is the slope at that point

Step 3: Calculate a step size that is proportional

to the slope
4 \
Step 4: Calculate new values for 5, and [, by

subtracting the step size

Mean Squared Error (MSE)

po = Po — step_sizey.

py = P, — step_sizeg
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

fy = 1.95 Step 1: Start with random values for 3, and /3,

ﬁl = 3.24 Step 2: Compute the partial derivative of the MSE
w.r.t by and f, - this is the slope at that point

Step 3: Calculate a step size that is proportional
to the slope

Step 4: Calculate new values for 5y and f; by
subtracting the step size

Mean Squared Error (MSE)

Step 5: Go to step 2 and repeat
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Mean Squared Error (MSE) for various values of fj, Gradient Descent

and [, follows this curve
Gradient Descent: Basic Concept

fy = 1.95 Step 1: Start with random values for f, and /3,
,51 = 3.24 Step 2: Compute the partial derivative of the MSE
g w.r.t 5, and /3, - this is the slope at that point
% iMSE— Z(y Bo — B1x)* ——Z(y Po — P1x:)
S Po opy 2n e IR
g 0
—MSE = X)) =—— X; X; — x2
m . m — 2 i = Bo = i) = 2 (i = Boxi = i)
i Height (in) Weight (lbs)
Plugin the values of x; and y; N s
from the observations and : - -
4 65 229
the values of ff, and /3, : - =
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Mean Squared Error (MSE) for various values of /,
and [, follows this curve

Gradient Descent

Gradient Descent: Basic Concept

Po=1.9 Step 1: Start with random values for 3, and /3,

,51 = 3.2 Step 2: Compute the partial derivative of the MSE
g w.r.t /3, and S, - this is the slope at that point
E Step 3: Calculate a step size that is proportional
k5 to the slope
8 step_sizep = ,B_OMSE X learning _rate

If step _size < 0.0001 then stop
Step_sizeﬁ1 = —MSE X learning _rate
1

learning _rate is a small value that determines how the algorithm
adjusts the parameters on each iteration. Too large and it will take big
steps and fail to converge. Too small and it will take many small steps
and take too long to converge.
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Related Tutorials & Textbooks

Simple Linear Regression (7

A statistical technique of making predictions from data. The tutorial introduces a linear model in two dimensions and
uses that model to predict the value of one dependent variable given one independent variable.

Multiple Regression 7

Multiple regression extends the two dimensional linear model introduced in Simple Linear Regressionto k + 1
dimensions with one dependent variable, k independent variables and k+1 parameters.

Gradient Descent for Multiple Regression (§

Gradient Descent algorithm for multiple regression and how it can be used to optimize k + 1 parameters for a Linear
model in multiple dimensions.

Recommended Textbooks

Artificial Intelligence: A Modern Approach

by Peter Norvig, Stuart Russell

For a complete list of tutorials see:
https://arrsingh.com/ai-tutorials
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https://arrsingh-ai-tutorials.com/12-multiple-regression.pdf
https://arrsingh-ai-tutorials.com/10-simple-linear-regression.pdf
https://arrsingh-ai-tutorials.com/21-gradient-descent-multiple-regression.pdf
https://arrsingh.com/ai-tutorials
https://www.amazon.com/Artificial-Intelligence-Modern-Approach-Global/dp/1292401133/145-7835510-0841302?pd_rd_w=iH9vD&content-id=amzn1.sym.4c8c52db-06f8-4e42-8e56-912796f2ea6c&pf_rd_p=4c8c52db-06f8-4e42-8e56-912796f2ea6c&pf_rd_r=HSCJ76PVENF07RXN137F&pd_rd_wg=8U3PC&pd_rd_r=1c660f60-a0d2-443c-b802-7f2e0720c983&pd_rd_i=1292401133&psc=1&linkCode=ll1&tag=arrsingh-20&linkId=213326aa44c97c9f0b4240fe1e56d1a2&language=en_US&ref_=as_li_ss_tl

