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What is Simple Linear Regression

re-gres-sion

noun

A statistical method used to predict the
relationship between a dependent variable
and one or more independent variables
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to predict the y values for other values of x
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What is Simple Linear Regression

re-gres-sion

noun

A statistical method used to predict the
relationship between a dependent variable
and one or more independent variables

in other words...

if we see some data (x, y) we can use linear regression
y — f(X) to predict the y values for other values of x

X s the mdependent varlable

" y |sth e depe N dent vari abI e '
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Simple Linear Regression

Lets take a simple example...
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A simple example...

A car is traveling at a constant speed. We
observe the distance travelled by the car
at various times during its journey.

Time (Hours) | Distance Traveled (Miles)
0.3 18
0.7 42
1.3 78
2.4 144
3.2 192
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A simple example...

A car is traveling at a constant speed. We
observe the distance travelled by the car
at various times during its journey.

Time (Hours) | Distance Traveled (Miles)
0.3 18
0.7 42
1.3 78
2.4 144
3.2 192

Question: Can we predict how far the
car will have traveled in 4.7 hours?
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observe the distance travelled by the car
at various times during its journey.
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Lets begin by
plotting the data

Y Axis = Distance Travelled (Miles)
X Axis = Time (Hours)

Time (Hours)
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Simple Linear Regression

A simple example...

A car is traveling at a constant speed. We
observe the distance travelled by the car
at various times during its journey.

K
=
Time (Hours) | Distance Traveled (Miles) 5 192 rrfrrrr s b
0.3 18 >
e ®
0.7 42 v
1.3 78 3
()
2.4 144 A o
3.2 192
PURES EE— o

Question: Can we predict how far the
car will have traveled in 4.7 hours?

0.3 0.7 1.3 2.4 3.2

Time (Hours)
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Simple Linear Regression

A simple example... How do we determine this
A car is traveling at a constant speed. We value of Y when X =4.77?

observe the distance travelled by the car

at various times during its journey. _
S
Time (Hours) | Distance Traveled (Miles) S 4

0.3 18 >

R R R ®
0.7 42 Q
1.3 78 3

)]
2.4 144 SR IS ®
3.2 192 '

R ®

Question: Can we predict how far the

car will have traveled in 4.7 hours? —— — .
OI.S 0:7 1.I3 2.I4 3:2 4I.7

Time (Hours)
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Simple Linear Regression

A simple example... How do we determine this
A car is traveling at a constant speed. We value of Y when X =4.77?

observe the distance travelled by the car

at various times during its journey. _ 7 e
5 ‘Lets draw a line that
Time (Hours) | Distance Traveled (Miles) R A .' |
— ” 3 ipasses through all
07 1 LT E— ithese points |
1.3 78 g -
QO
2.4 144 S I o
3.2 192 '
R °
: N S A T g S °
Question: Can we predict how far the ° g

car will have traveled in 4.7 hours? —— — .
OI.3 0:7 1.I3 2.I4 3:2 4I.7

Time (Hours)
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Simple Linear Regression

A simple example...

A car is traveling at a constant speed. We
observe the distance travelled by the car
at various times during its journey.

Kt
=
Time (Hours) | Distance Traveled (Miles) g 192 [
0.3 18 >
144 |
0.7 42 v
1.3 78 3
O
2.4 144 S _
3.2 192 '
R
18 |-

Question: Can we predict how far the

car will have traveled in 4.7 hours? —— —
OI.3 0:7 1.I3 2.I4 3:2 4.7

Time (Hours)
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A simple example...

A car is traveling at a constant speed. We
observe the distance travelled by the car
at various times during its journey.

Time (Hours) | Distance Traveled (Miles)
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2.4

3.2

Time (Hours)

Find the point on the line
where X = 4.7.

4.7
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... and read the value of Y

2.4

3.2

Time (Hours)

Find the point on the line
where X = 4.7.

4.7
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Simple Linear Regression

A few things to note...

e All the data points line up perfectly
e The slope of the line (i.e. speed of
the car) is easy to determine:

Distance Traveled (Miles)

Time (Hours)
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Simple Linear Regression

The slope of the line (i.e. speed of
the car) is easy to determine:

Slopeatx = 0.3, y = I8

Time (Hours) | Distance Traveled (Miles) Speed (mph) :é |
0.3 18 18 /0.3 = 60 >
= L
° slope = — = — = 60

0.3

Time (Hours)
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Simple Linear Regression

The slope of the line (i.e. speed of
the car) is easy to determine:

Slopeatx = 0.7, y =42

Time (Hours) | Distance Traveled (Miles) Speed (mph) L
0.3 18 18 /0.3 = 60 o
0.7 42 42 /0.7 =60

Distance Traveled (Miles)

0.7

Time (Hours)
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Simple Linear Regression

The slope of the line (i.e. speed of
the car) is easy to determine:

Slopeatx = 1.3, y =78

Time (Hours) | Distance Traveled (Miles) Speed (mph) :é L
0.3 18 18 /0.3 = 60 >
= °
0.7 42 42 /0.7 =60 Y
1.3 78 78 /1.3=60 3
e

1.3

Time (Hours)
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The slope of the line (i.e. speed of
the car) is easy to determine:

Slopeatx = 2.4, y= 144

Time (Hours) | Distance Traveled (Miles) Speed (mph)
0.3 18 18 /0.3=60
0.7 42 42 /0.7 =60
1.3 /8 78 /1.3 =60
2.4 144 144 / 2.4 =60

Simple Linear Regression

% L T ®
é [ 4 144 60
Slope = — = —
¢ P X 2.4
g

2.4

Time (Hours)
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The slope of the line (i.e. speed of
the car) is easy to determine:

Slopeatx = 3.2, y =192

Time (Hours) | Distance Traveled (Miles) Speed (mph)
0.3 18 18 /0.3=60
0.7 42 42 /0.7 =60
1.3 /8 78 /1.3 =60
2.4 144 144 / 2.4 =60
3.2 192 192 /3.2 =60

Simple Linear Regression

Distance Traveled (Miles)
QN
1
1
1
@)\
-

3.2

Time (Hours)
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Simple Linear Regression

Once we know the slope of the line...
y=60x4.] =282

slope = 60 A o
e Once we know the slope of the line, we? /
can plot it using the formula for a line °

distance = speed X time

* Once we have a line then we can find the .
distance traveled at any point in time

y=60x%x4."7 =282 a7

Time (Hours)
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In General...

e Given a set of data points (x, y) ...
e We plot a line that fits that data...
e Then we use the line to calculate the

y values for any value of x

This was a simple (contrived?) example...

e All the data points lined up perfectly

e The line fit the data perfectly

e We could have simply used the formula
for the distance

distance = speed X time
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Simple Linear Regression

Lets take a more realistic example...
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Simple Linear Regression

A realistic example...
We observe the heights and weights of 6

people
Height (inches) Weight (lbs)
62 138
55 178
44 123
75 200
65 229
50 102
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Simple Linear Regression

A realistic example...
We observe the heights and weights of 6

people
Height (inches) Weight (lbs)
62 138
55 178
44 123
75 200
65 229
50 102

Question: Can we predict the weight
of a person that is 71 inches tall?
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Simple Linear Regression

A realistic example...
We observe the heights and weights of 6

people
Height (inches) Weight (Ibs) Lets begin by
62 138 :
i e plotting the data
44 123 2 . :
75 200 £ Y Axis = Weight (lbs)
EZ ié‘; : X Axis = Height (inches)

Question: Can we predict the weight
of a person that is 71 inches tall?

Height (inches)
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Simple Linear Regression

A realistic example...
We observe the heights and weights of 6

people
Height (inches) Weight (lbs)

62 138

55 178

44 123 g

/5 200 £

65 229 g 138 ==efrrmmmm ®
50 102

Question: Can we predict the weight
of a person that is 71 inches tall?

62
Height (inches)
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Simple Linear Regression

A realistic example...
We observe the heights and weights of 6

people
Height (inches) Weight (lbs)

62 138

55 178 S IS o

44 123 8

75 200 =

o o

65 229 2

50 102

Question: Can we predict the weight
of a person that is 71 inches tall?

55

Height (inches)
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Simple Linear Regression

A realistic example...
We observe the heights and weights of 6

people
Height (inches) Weight (lbs)
62 138
55 178 _ o
44 123 =
75 200 =
65 229 2 ¢
123 =oefremeeeeeee ®
50 102

Question: Can we predict the weight
of a person that is 71 inches tall?

44

Height (inches)
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Simple Linear Regression

A realistic example...
We observe the heights and weights of 6

people
Height (inches) Weight (lbs)
62 138 0 10 R LSRRI °
55 178 _ o -
44 123 ]
75 200 s
65 229 2 ®
®
50 102

Question: Can we predict the weight
of a person that is 71 inches tall?

/5
Height (inches)
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Simple Linear Regression

A realistic example...
We observe the heights and weights of 6

people
DDQ e e @

Height (inches) Weight (lbs) .
62 138 o
55 178 _ . ,
44 123 ]
/5 200 £
65 229 2 °

®

>0 102

Question: Can we predict the weight
of a person that is 71 inches tall?

65
Height (inches)
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Simple Linear Regression

A realistic example...
We observe the heights and weights of 6

people
®
Height (inches) Weight (lbs)
62 138 .
55 178 _ .
44 123 Z
/5 200 £
65 229 g °
o
>0 102
109 ===-f--==mmmmmmmmmeeeeaas ®

Question: Can we predict the weight
of a person that is 71 inches tall?

50

Height (inches)
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Simple Linear Regression

A realistic example...
We observe the heights and weights of 6

people
20 =eecfrrrreeeesini e @
Height (inches) Weight (lbs) ,
62 138 0 1O T EE erenenenees ®
55 178 S S o -
44 123 8
75 200 =S o
D 138 oo

65 229 =S N °
50 102

102 --=-|--mmmmmmmmemen e o

Question: Can we predict the weight
of a person that is 71 inches tall?

44 50 55 62 65 /5
Height (inches)
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Simple Linear Regression

A realistic example...
We observe the heights and weights of 6

Can we draw a line
that passes through all

eople .
PEOp e |these points?
Height (inches) Weight (lbs)

62 138 ®

55 178 _ °

44 123 8

75 200 =}

65 229 2 ¢

®
50 102

Question: Can we predict the weight
of a person that is 71 inches tall?

Height (inches)
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Simple Linear Regression

A realistic example...
We observe the heights and weights of 6

Can we draw a line
that passes through all

eople .
PEOp e |these points?
Height (inches) Weight (lbs)

62 138 ®

55 178 _ °

44 123 8

75 200 =}

65 229 2 ¢

®
50 102

We can’t because its
not a perfect linear
relationship

Question: Can we predict the weight
of a person that is 71 inches tall?

Height (inches)
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A realistic example...

We observe the heights and weights of 6

people
Height (inches) Weight (lbs)
62 138
55 178
44 123
75 200
65 229
50 102

Question: So what’s the line that best fits

the data?

Weight (Ibs)
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Simple Linear Regression

Height (inches)

Data is synthetic and not plotted to scale 26
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Simple Linear Regression

A realistic example...

We observe the heights and weights of 6 Does this line fit the
people data the best?
|
Height (inches) Weight (lbs)

62 138 |

55 178 _ ®

44 123 8

75 200 5 o

65 229 = ®

50 102

Question: So what’s the line that best fits
the data?

Height (inches)
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Simple Linear Regression

A realistic example...

We observe the heights and weights of 6 Or does this line fit the
people data the best?
Height (inches) Weight (lbs)

62 138 |

55 178 _ ®

44 123 8

75 200 5 o

65 229 = ®

50 102

Question: So what’s the line that best fits
the data?

Height (inches)
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Simple Linear Regression

A realistic example...

We observe the heights and weights of 6 Or does this line fit the
people data the best?
Height (inches) Weight (lbs)

62 138 |

55 178 _ ®

44 123 8

75 200 5 o

65 229 = ®

50 102

Question: So what’s the line that best fits
the data?

Height (inches)
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Simple Linear Regression

A realistic example...
We observe the heights and weights of 6

people
|
Height (inches) Weight (lbs)
62 138 |
55 178 _ ®
44 123 8
75 200 <
S o
65 229 = ®
20 102 How about this one?

Question: So what’s the line that best fits
the data?

Height (inches)
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Simple Linear Regression

A realistic example...
We observe the heights and weights of 6

people
°
Height (inches) Weight (lbs)
62 138 °
55 178 _ o
44 123 8
75 200 <
S o
65 229 2 o
20 102 Or this one?

Question: So what’s the line that best fits
the data?

Height (inches)
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Simple Linear Regression

A realistic example...
We observe the heights and weights of 6

people
|
Height (inches) Weight (lbs)
62 138 |
55 178 _ ®
44 123 8
75 200 <
S o
65 229 = ®
20 102 How about this one?

Question: So what’s the line that best fits
the data?

Height (inches)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/) Data is synthetic and not plotted to scale 32
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Simple Linear Regression

A realistic example...

We observe the heights and weights of 6
people

Height (inches Weight (lbs

Problem Statement: Find the line that
best fits the given data.

50 102

Height (inches)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons .org/licenses /by-nc-sa /4.0/) Data is synthetic and not plotted to scale 33
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Simple Linear Regression

A realistic example...

We observe the heights and weights of 6

people
@

Problem Statement: Given a set of data points in

RZ; (x()a y())a (xla )’1), (xz, )’2) R (xna yn); find the
line that best fits the data

Height (inches)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/)
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Simple Linear Regression

The line of best fitis y = f, + /X

Weight (Ibs)

Height (inches)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/) Data is synthetic and not plotted to scale 35
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Simple Linear Regression

The line of best fitis y = f, + /X

Po Is the Y intercept

Weight (Ibs)

Height (inches)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/) Data is synthetic and not plotted to scale 35
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Simple Linear Regression

The line of best fitis y = f, + /X

Po Is the Y intercept AX (K — X))

P Is the slope of the line

Weight (Ibs)
>
<>

Height (inches)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/) Data is synthetic and not plotted to scale 35
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Simple Linear Regression

The line of best fitis y = f, + /X

Po Is the Y intercept °

P Is the slope of the line

Weight (Ibs)

Problem Statement: Find the values of /3,

and [, for the line that best fits the given
data.

Height (inches)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons .org/licenses /by-nc-sa /4.0/) Data is synthetic and not plotted to scale 36
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Simple Linear Regression

The line of best fitis y = f, + /X

(x49 y4) ®
® (x59 yS)
oy (-xza )’2) @
§ (-x()a yO) ® (X3, y3)
o
® ()

Height (inches)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/) Data is synthetic and not plotted to scale 37
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Simple Linear Regression

The line of best fitis y = f, + /X

, (X4 V) @
For each point calculate the v
distance to the line (the error) ® (v, y.)
Z (X2, Y,) @
§ (Xp» Yo) ® (x3,3)
|
‘(xlayl)

Height (inches)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/) Data is synthetic and not plotted to scale 38
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Simple Linear Regression

The line of best fitis y = f, + /X

, (X4, 4) @
For each point calculate the v
distance to the line (the error) ® (x:,y:)
n = (X2, )2) ®
Vo — Vo) 2 v
§ (Xp» Yo) ® (X3, y3)

Yo -t
ol )
0 ‘(xlayl)

Height (inches)
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Simple Linear Regression

The line of best fitis y = f, + /X

(X4, 4) @
For each point calculate the v
distance to the line (the error) ® (v, y.)
n n — (X2, Y1) @
(o = Yo) + (1 = Y1) B o
f L Ley TS
S (X1, y1)

Height (inches)
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Simple Linear Regression

The line of best fitis y = f, + /X

(X4, 4) @
For each point calculate the v
distance to the line (the error) ® (X, ys)
A A X R (%2, Y2)
0o —Yo) + Oy =) + (0, — ») s
S Yy (-
'%_) (XO, y())‘ ® (X3, y3)
‘(xlayl)

Height (inches)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/) Data is synthetic and not plotted to scale 40
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Simple Linear Regression

The line of best fitis y = f, + /X

(X45 V4)

For each point calculate the o T
distance to the line (the error) ! (X5, ¥'s)

A A R . (x29y2) ®

Vo —Yo) + 1 = Y) + (O —¥)) g

A A A © @

+ (V3 = ¥3) + (Vg = V) + (s — Vs) ¢ (o30) (3. Y3)
(O
(xlayl)

Height (inches)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons .org/licenses /by-nc-sa /4.0/) Data is synthetic and not plotted to scale 41
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Simple Linear Regression

The line of best fitis y = f, + /X

(X45 V4
For each point calculate the i T
distance to the line (the error) ) (x5, )
A R R . (x29y2) ®
Oo—Yo) + 1 =YD + O — ) 8
A A A c C
+ (3 = ¥3) + Vg — Vo) + (Vs — Ys) ] (oY) (%3, ¥3)
But there’s a small problem... - (x;, y;)

Height (inches)
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Simple Linear Regression

The line of best fitis y = f, + /X
(x4,y4) L)

For each point calculate the These values —
distance to the line (the error) are positive 4 (X5, Vs)

(X2, ¥>)

A\ /\ /\ — .
Vo = Vo) + O = y)+0n — o) S
A A A c C)
+(3 = ¥3)+ 0y = )+ (s = s) ¢ (x&> i (3, 73)
But there’s a small problem... - (X1, y1)

Height (inches)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons .org/licenses /by-nc-sa /4.0/) Data is synthetic and not plotted to scale 42
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Simple Linear Regression

The line of best fitis y = f, + /X
(x49y4) L)

For each point calculate the These values —
distance to the line (the error) are positive 4 (X5, Vs)

A A A (xz, yz) .
Vo= Yo)+ 1 = y)+, — )
/\ /\ /\ .
+(}73 _ Y3)+(Y4 o Y4)+(y5 _ )75) (x&) - (X3, ¥3)

’ C)
But there’s a small problem... (%1, 1) ..because y. > ¥

Weight (Ibs)

Height (inches)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/) Data is synthetic and not plotted to scale 42
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Simple Linear Regression

The line of best fitis y = f, + /X

For each point calculate the (%45 Y4) o
distance to the line (the error) L Qv)
(X2, ¥) ~
(0 = o+ = F)+ 02 = $) : /1. These values
+()73 _ )?3)+(Y4 o )?4)+()75 _ )?5) éo (X5 Vo) - y
But there’s a small problem... - (x;, y;)

Height (inches)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons .org/licenses /by-nc-sa /4.0/) Data is synthetic and not plotted to scale 43
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Simple Linear Regression

The line of best fitis y = f, + /X

For each point calculate the (%45 V) o
distance to the line (the error) . Qv)
(X2, Y1) ~
o =Y+ = YD)+ = 1) % /' | These values
+()’3 o )?3)+()74 o )?4)+()75 o )?5) 2;;0 (X0, Vo) - y

<

’ C)
But there’s a small problem... (%1, 1) ..because y; < ¥

Height (inches)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons .org/licenses /by-nc-sa /4.0/) Data is synthetic and not plotted to scale 43
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Simple Linear Regression

The line of best fitis y = f, + /X
(x49y4)

For each point calculate the These values — T
distance to the line (the error) are positive 4 @YS)

(x29 }’2)

. . . _ .
Yo = 30) + &1 =Y) + (= 3n) = I/ '] These values
+(V3 = ¥3) + (4 = Yp) + (5 — Js) ] (x&) . y are negative
~ <«
(xlayl)

... the positive and negative values will
cancel each other out

Height (inches)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/) Data is synthetic and not plotted to scale 44



https://arrsingh.com
https://creativecommons.org/licenses/by-nc-sa/4.0/

Simple Linear Regression

The line of best fitis y = f, + /X
(x49y4)

For each point calculate the These values — T
distance to the line (the error) L @YS)
(X2, ¥) ~
Yo = Yo) + 1 = y1) + 0 — 32) - These values
+(3 = y3) + g — V) + (s — Vs) (x&) § - y
2%

... the positive and negative values will
cancel each other out

Weight (Ibs)

(-xla yl)

Height (inches)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/) Data is synthetic and not plotted to scale 44
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Simple Linear Regression

The line of best fitis y = f, + /X

(x49y4) L)
(X5, Y5)
R (X2, ¥) ~ . o
0o = Yo + 01 =) + O = ) 5 |
+()73 o )?3)2 T ()74 o )/}\4)2 T ()75 o )?5)2 § (X0> Yo) ~ (X3, ¥3)
To fix that, we square each term A
(xlayl)

This is the sum of squared errors.

Height (inches)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/) Data is synthetic and not plotted to scale 45
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Simple Linear Regression

The line of best fitis y = f, + /X

()C4, y4) L)
Sum of squared errors: (
® A5 yS)
_ (Xz, )’2) e
0o = Yo + 01 =) + O = ) 5 |
+()73 o )?3)2 T ()74 o )/}\4)2 T (yS o )?5)2 § (X0» Y0) (X3, ¥3)
(
(xla yl)

Height (inches)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/) Data is synthetic and not plotted to scale 46
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Simple Linear Regression

The line of best fitis y = f, + /X

(.X4, )’4) @

C) ()C5, }’5)

(Yo — yAO)z + (y; — YA1)2 + (v, — y})z Divide the sum of squa.red errors by
5 4 s = )+ (e — $o)? the number of data points to get the
03 = ¥3)" + Oy — Vs Y5 s average (mean) of the squared errors.

n /
C

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/) Data is synthetic and not plotted to scale 47
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Simple Linear Regression

The line of best fitis y = f, + /X

(.X4, )’4) L)

C) (.X5, )’5)

(Yo — yAO)z + (y; — YA1)2 + (v, — )72)2 Divide the sum of squa.red errors by
= $)2 + (0 = 502 + (ye — )2 the number of data points to get the
)3~ )3 Y4~ 4 s s average (mean) of the squared errors.

n 17
. (X1, y1)
This is the Mean Square Error (MSE)

1 A
;%(yi—mz

Height (inches)
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Simple Linear Regression

The line of best fitis y = f, + /X

()C4, y4) L)
C) (.X5, )’5)
(Vo = Yo)? + 1 = ¥)* + (0, = H)° B Substituting V = f, + f,X
+ (3 — yA3)2 + (V4 — yA4)2 + (V5 — )?5)2 § o) (%3, ¥3)
n L
. (X1, y1)
This is the Mean Square Error (MSE)
| « A | « A
— Z (v = ) = " Z ;= o = P&’
=0 i=0
Height (inches)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons .org/licenses /by-nc-sa /4.0/) Data is synthetic and not plotted to scale 48
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Simple Linear Regression

The line of best fitis y = f, + /X

(x4,y4) e
Problem Statement: Given a set of
. . (x5, 5)

data points in [Rz,

tituting y = X |

(%0, Vo), (Xps Y1)y (s )+« « (s ), | Bubst =kt x|

find the line that minimizes the o 5 v
Mean Squared Error (MSE) SE TR

[ & R A
— Z ;= 3)* == Z ;= o = P&’
2o " i=0

Height (inches)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons .org/licenses /by-nc-sa /4.0/) Data is synthetic and not plotted to scale 49
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Simple Linear Regression

The line of best fitis y = f, + /X

(x49y4) L)
This is the Mean Squared Error (MSE)
1 n A 1 n g () (-x59y5)
— Z (v = Yi)z — Z Vi = Po— :Bljei)z 5 (032
n 4 n 4 =
=0 =0 L
(X0> Vo) ~ (X3, )3)
L)
(xlayl)

Height (inches)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/)
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Simple Linear Regression

The line of best fitis y = f, + /X

(x4,y4) (S

This is the Mean Squared Error (MSE)

1 « ] < 2 e (X5, ¥5)
— Z (Vi = )A’i)z - Z O = Bo = Bi&)* & (62 32)
n n“ =

1=0 =0 L
(X0> Yo) ~ (X3, ¥3)
The Problem Statement: LR

Simple Linear Regression: Find the values

of fy and f; such that the Mean Squared

Error (MSE) is minimized. Height (inches)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons .org/licenses /by-nc-sa /4.0/)

Data is synthetic and not plotted to scale 50
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Lets calculate the Mean Squared Error (MSE) for
various values of f, and f,

1 < . 1 % .
— 2 ;=9 =~ Z O; = o= i)
=0 =0

Simple Linear Regression

Weight (lbs)

The Problem Statement: o

Simple Linear Regression: Find the values

of fy and f; such that the Mean Squared
Error (MSE) is minimized.

Height (inches)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/)

51



https://arrsingh.com
https://creativecommons.org/licenses/by-nc-sa/4.0/

Lets calculate the Mean Squared Error (MSE) for
various values of f, and f,

Simple Linear Regression

calculate the Mean Squared Error (MSE)

1 < 1 &

A 2 A 2
T 2 (yl o yl) — ; Z ()’, o ﬁ() - ﬁlxi) For any given value of ff, and f,we
& 1=0 =0

by plugging in all the values of x and y

for each observation: ®
] °
= ®
= . : : :
i__|Height (in) | Weight (lbs)
(62 — By — P1138)* + (55 — By — p;178)* + (44 — B, — B,123)? o . - 133
+(75 = By — ;200)* + (65 — B, — 5;229)* + (50 — B, — ,102)* ® ! > 178
2 44 123
6 3 75 200
The Problem Statement: o 4 65 229
5 50 102

Simple Linear Regression: Find the values

of fy and f; such that the Mean Squared
Error (MSE) is minimized.

Height (inches)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/) 52
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Lets calculate the Mean Squared Error (MSE) for
various values of f, and f,

Simple Linear Regression

calculate the Mean Squared Error (MSE)

1 < 1 &

A 2 A 2
T 2 (yl o yl) — ; Z ()’, o ﬁ() - ﬁlxi) For any given value of ff, and f,we
& 1=0 =0

by plugging in all the values of x and y
for each observation:

For example: If f =20and f; = — 1

8 °
then MSE = 42817.17 z
.g o
= i | Height (in)| Weight (lbs)
(62— fy— ﬁ1138)2 + (55 = fy — ,51178)2 + (44 — fy — ﬁ1123)2 o 0 62 138
+(75 = By — $,200)% + (65 — Sy — $,229)% + (50 — 3, — ,;102)? ° ) 55 178
2 44 123
6 3 75 200
The Problem Statement: o 4 65 229
5 50 102

Simple Linear Regression: Find the values

of fy and f; such that the Mean Squared
Error (MSE) is minimized.

Height (inches)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/) 52
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Lets calculate the Mean Squared Error (MSE) for
various values of f, and f,

O
(—-\ Plot that value
(MSE is on the Y Axis) °

Simple Linear Regression

Mean Squared Error (MSE)
Weight (lbs)

Height (inches)
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Lets calculate the Mean Squared Error (MSE) for
various values of f, and f,

O
(——\ Plot that value
(MSE is on the Y Axis) °
®

@
L *|...which corresponds to this line

Simple Linear Regression

Mean Squared Error (MSE)
Weight (lbs)

Height (inches)
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Lets calculate the Mean Squared Error (MSE) for
various values of f, and f,

O
(——\ Plot that value
(MSE is on the Y Axis) °

Simple Linear Regression

=

S For example: If f = 20and f; = — 1 R o

- then MSE = 42817.17 z

D o ®

=] = k~— |--Which corresponds to this line
=

Height (inches)

Copyright (c) 2025, Rahul Singh, licensed under CC BY-NC-SA 4.0 (https://creativecommons.org/licenses/by-nc-sa/4.0/) 53
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Lets calculate the Mean Squared Error (MSE) for
various values of f, and f,

Simple Linear Regression

Now lets rotate the line
by choosing a different

value of f, and f,

Mean Squared Error (MSE)
Weight (lbs)

Height (inches)
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Lets calculate the Mean Squared Error (MSE) for
various values of f, and f,

Simple Linear Regression

Mean Squared Error (MSE)
Weight (lbs)

Height (inches)
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Lets calculate the Mean Squared Error (MSE) for
various values of f, and f,

Simple Linear Regression

Mean Squared Error (MSE)
Weight {lbs)

Height (inches)
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Lets calculate the Mean Squared Error (MSE) for
various values of f, and f,

Simple Linear Regression

O
O
@

Ll
%2, O
2
S my
2 ® 3 o
LIJ S
o =

0] 0]
.
= <
V)
=
v o
>

Height (inches)
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Lets calculate the Mean Squared Error (MSE) for
various values of f, and f,

Simple Linear Regression

O
® @

[
%) O
=3
o )
= ® 0 @
- =
© <
v O .20 ®
g Q
=1 =
V)
=
@ —@—
=

Height (inches)
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Lets calculate the Mean Squared Error (MSE) for
various values of f, and f,

Simple Linear Regression

O
¢ o

w
% O
2
o gy
- @ 0 |
- g
© c
v O oo ®
: 2
=3 O
=
] o
>

Height (inches)
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Lets calculate the Mean Squared Error (MSE) for
various values of f, and f,

Simple Linear Regression
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Lets calculate the Mean Squared Error (MSE) for
various values of f, and f,

Simple Linear Regression
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Lets calculate the Mean Squared Error (MSE) for
various values of f, and f,

Simple Linear Regression
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Lets calculate the Mean Squared Error (MSE) for
various values of f, and f,

Simple Linear Regression
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Lets calculate the Mean Squared Error (MSE) for
various values of f, and f,

Simple Linear Regression
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Lets calculate the Mean Squared Error (MSE) for
various values of f, and f,

ey As the line rotates, the
® value of MSE keeps
® reducing...
®

Simple Linear Regression
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Lets calculate the Mean Squared Error (MSE) for
various values of f, and f,

Simple Linear Regression

For these data points (observed
heights & weights for 6 people) ...

Mean Squared Error (MSE)
Weight (lbs)

The Mean Squared Error (MSE) is ®

l < R | A
— 2 ()’i — yi)z = — Z i — Do — ﬁlxi)z °
n =0 & =0

Height (inches)
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Lets calculate the Mean Squared Error (MSE) for
various values of f, and f,

Simple Linear Regression

For these data points (observed
heights & weights for 6 people) ...

Mean Squared Error (MSE)
Weight (lbs)

|
|
MSE is minimized at the ®
lowest point of this curve... \-
... corresponding to this line

Height (inches)
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Lets calculate the Mean Squared Error (MSE) for
various values of f, and f,

Simple Linear Regression

For these data points (observed
heights & weights for 6 people) ...

Mean Squared Error (MSE)
Weight (lbs)

o
®
MSE is minimized at the @
lowest point of this curve... \-
... corresponding to this line
... and that’s the line of best fit
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Lets calculate the Mean Squared Error (MSE) for
various values of f, and f,

Simple Linear Regression

Mean Squared Error (MSE)

MSE is minimized when the first

derivative w.r.t ; and [, equals O
See Tutorial on Differential Calculus
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Lets calculate the Mean Squared Error (MSE) for
various values of f, and f,

Simple Linear Regression

The Mean Squared Error (MSE) is

1 < . 1 % .
— Z 0= 9" == Z O = o= B’
=0 =0

%HZ‘,@, o—Bix)* =0+ eq(l)

MSE is minimized when the first

2 Vi = Po — P1x; )* =0 eq(2) derivative w.r.t fy and f, equals O
1 N

See Tutorial on Differential Calculus

f?ﬂ
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Lets calculate the Mean Squared Error (MSE) for
various values of f, and f,

Simple Linear Regression

The Mean Squared Error (MSE) is

1 < . 1 % .
— 2 0= 9" == Z O = o= B’
=0 =0

%HZ@, o—Bix)* =0+ eq(l)

MSE is minimized when the first

Z i = Po — Prx; )2 e eq(2) derivative w.r.t fy and f, equals O
3ﬂ1 |

Solving both equations for f, and f,
we get...
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Lets calculate the Mean Squared Error (MSE) for
various values of f, and f,

Simple Linear Regression

The Mean Squared Error (MSE) is

n n
Z y; — P Z A
i=0 i=0

1 < . 1 < .
— Z ;= 9)° == Z ;= o= B .
n 4 n 4
1=0 =0 n n n
an,-yi— inZyi

S5
[

aﬁOan fo— B’ =0+ eq(1) P >
anz (Z )
Z(yl Bo—Pix)> =0 eq(2) i=0
IRL

This is known as the Closed Form Solution
for Simple Linear Regression

For the details on how the two equations are solved see

@ﬂ

Solving both equations for f, and f,
we get...
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Related Tutorials & Textbooks

Simple Linear Regression - Proof of the Closed Form Solution (§

A detailed proof of the the closed form solution of simple linear regression introduced above. This proof walks through
solving two partial differential equations to compute the values of the two parameters.

Multiple Regression €7

Multiple regression extends the two dimensional linear model introduced in Simple Linear Regressionto k + 1
dimensions with one dependent variable, k independent variables and k+1 parameters.

Gradient Descent for Simple Linear Regression (7
An introduction to the Gradient Descent algorithm and a deep dive on how it can be used to optimize the two
parameters f, and f, for Simple Linear Regression.

Recommended Textbooks

Introduction to Linear Regression Analysis

Linear , by Douglas C. Montgomery, Elizabeth A. Peck, G. Geoffrey Vining
Regression

Analysis

v

FIFTH EDITION

For a complete list of tutorials see:
https://arrsingh.com/ai-tutorials
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